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A Summary of the Cooled Turbine 
Blade Tip Heat Transfer and Film 
Effectiveness Investigations 
Performed by Dr. D. E. Metzger 

The clearance gap between the stationary outer air seal and blade tips of an axial 
turbine allows a clearance gap leakage flow to be driven through the gap by the 
pressure-to-suction side pressure difference. The presence of strong secondary flows 
on the pressure side of the airfoil tends to deliver air from the hottest regions of 
the mainstream to the clearance gap. The blade tip region, particularly near the 
trailing edge, is very difficult to cool adequately with blade internal coolant flow. 
In this case, film cooling injection directly onto the blade tip region can be used in 
an attempt to directly reduce the heat transfer rates from the hot gases in the clearance 
gap to the blade tip. The present paper is intended as a memorial tribute to the late 
Professor Darryl E. Metzger, who made significant contributions in this particular 
area over the past decade. A summary of this work is made to present the results 
of his more recent experimental work, which was performed to investigate the effects 
of film coolant injection on convection heat transfer to the turbine blade tip for a 
variety of tip shapes and coolant injection configurations. Experiments are conducted 
with blade tip models that are stationary relative to the simulated outer air seal 
based on the result of earlier works that found the leakage flow to be mainly a 
pressure-driven flow, which is related strongly to the airfoil pressure loading dis
tribution, and only weakly, if at all, to the relative motion between blade tip and 
shroud. Both heat transfer and film effectiveness are measured locally over the test 
surface using a transient thermal liquid crystal test technique with a computer vision 
data acquisition and reduction system for various combinations of clearance heights, 
clearance flow Reynolds numbers, and film flow rates with different coolant injection 
configurations. The present results reveal a strong dependency of film cooling per
formance on the choice of the coolant supply hole shapes and injection locations 
for a given tip geometry. 

Introduction 
In the development of modern high-performance gas tur

bines, convective heat transfer aspects relating to the active 
cooling schemes of turbine components continue to be a major 
focus. Current efforts to improve overall engine performance 
almost always involve gas path temperature increases. In par
ticular, increases in turbine inlet temperature require improved 
cooling designs to keep the temperature level and thermal gra
dients in various turbine components within acceptable limits. 

Contributed by the International Gas Turbine Institute and presented at the 
39th International Gas Turbine and Aeroengine Congress and Exposition, The 
Hague, The Netherlands, June 13-16, 1994. Manuscript received by the Inter
national Gas Turbine Institute February IS, 1994. Paper No. 94-GT-167. 
Associate Technical Editor: E. M. Greitzer. 

The sought-after temperature levels and thermal gradients 
control must be achieved with a minimum use of coolant due 
to the resulting engine cyclic penalties associated with the ex
traction of costly high-pressure air from the engine compressor 
stages for use as coolant. Minimization of cooling air is one 
of the primary motivations for the development of improved 
convection heat transfer knowledge and predictive capability. 

One of the critical areas of gas turbine engines, in terms of 
durability and cooling air use, is the blade tip region. In axial 
turbine stages under almost all operating conditions, a clear
ance gap exists between the blade tips and the stationary outer 
seal. Even with sophisticated clearance control methods, this 
gap is never eliminated at all operating conditions (Hennecke, 
1984). Thus, in normal operation, the pressure difference be-
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tween the convex and concave sides of the blades drives a 
leakage flow across the tip that has detrimental effects on both 
aerodynamic performance and heat transfer. Near the pressure 
side of the gap, hot mainstream flow is turned into the gap 
with high acceleration levels and thin boundary layers (Mayle 
and Metzger, 1982; Metzger and Rued, 1989). Because of this 
boundary layer thinning, and together with strong secondary 
flows within the blade hot gas path, the flow entering a gap 
is often primarily composed of fluid at or near the maximum 
temperature of the hot gases, particularly in the downstream 
tip region near the trailing edge. The resultant thermal loading 
at the blade tip can be very significant and detrimental to tip 
durability, especially since the blade tip region near the trailing 
edge can be difficult to cool adequately with blade internal 
cooling flows. 

As a result of their effects on turbine efficiency and per
formance, blade tip leakage flows have been the subject of 
fairly intense investigation for more than a decade (Allen and 
Kofskey, 1955; Booth et al., 1982; Bindon, 1986; Moore and 
Tilton, 1988); but only in more recent years has attention 
focused on the heat transfer aspects of these leakage flows 
(Mayle and Metzger, 1982; Metzger and Rued, 1989; Rued 
and Metzger, 1989; Moore et al., 1989). One of the results of 
these more recent studies has been demonstration that con
vection heat transfer on the blade tip is virtually independent 
of the relative velocity between the tip and the stationary outer 
ring seal. Despite the fact that the clearance gap is normally 
very small (the order of one percent of blade height), this 
independence has been established for both plane and grooved 
blade tip configurations both experimentally and numerically 
(Chyu et al., 1986, 1987) over a range of relative velocities 
including those greater than expected in practice. This inde
pendence has been previously used to enable the experimental 
study of tip heat transfer with stationary test sections (Metzger 
and Bunker, 1989). Recently, these previous studies have been 
extended to the case with film coolant injection from the sim
ulated plane blade tips to show local convection coefficient 
and film cooling effectiveness distributions downstream of an 
array of discrete slots (Kim and Metzger, 1995). The present 
study is a continuation of these efforts at Arizona State Uni
versity to include variations in blade tip geometry and coolant 
injection schemes. The modeled situation is generically de
picted in the sketch of Fig. 1 together with the three basic tip 
film cooling configurations considered in the present study. 

Simulated Blade Tip Region 

Tip Clearance 

Pressure Side Airfoil 

Grooved-Tip Clearance 

Fig. 1 Clearance gap leakage and blade tip film cooling configurations 

Film coolant can be injected from the blade tip surface, from 
the airfoil pressure side face near the tip, or from a grooved-
tip cavity, representative of a squealer blade tip, to protect the 
tip from the deleterious effects of the hot leakage flow. 

In the present experiments, the simulated blade tips are con
structed of acrylic plastic and are coated with a thin liquid 
crystal layer capable of providing a visual color indication of 
the local test surface temperature distribution. A transient test 
procedure is used, with differentially heated primary and sec
ondary flows applied to the test surface to cause the coating 
to display colors that are locally viewed and processed with a 
workstation-based computer vision system. The test method 
allows the determination of detailed local convection coeffi
cient and film cooling effectiveness distributions, and these 
distributions have been acquired over an extensive range of 
clearance heights, clearance flow Reynolds numbers, and film 
flow rates. 

Experimental Apparatus and Procedures 
Experimental Apparatus. A schematic of the test setup is 

shown in Fig. 2. The apparatus consists of a plenum chamber 
containing a calming section, which supplies mainstream flow 
to a narrow channel with the bottom, or test surface, repre
senting a turbine blade tip surface. Heated flow can be provided 
to both the primary and secondary flow systems through di-
verter ball valves, which allow sudden application of the flow(s) 
to the test section. The test surface is coated with temperature-
sensitive liquid crystals, and the display from this coating is 
viewed and processed by the computer vision system compo
nents shown in the figure. The test section is constructed en-

Nomenclature 

A = 
cp = 

D„ = 
G = 

Gm = 
Gf = 

trim = 
mf = 
H = 
h = 

"avg = 

hfd = 

k = 

*/ = 
L = 

Lr = 

heat transfer area 
specific heat 
channel hydraulic diameter 
mass velocity = p V 
main flow mass velocity 
film flow mass velocity 
main flow mass flow rate 
film flow mass flow rate 
clearance gap height 
local convection coefficient in 
q = h(Tr - Tw) 
cross-stream-averaged heat 
transfer coefficient 
fully developed heat transfer 
coefficient 
test surface thermal conduc
tivity 
fluid thermal conductivity 
test plate length in streamwise 
direction 
simulated grooved-tip cavity 
width 

Twb = wall temperature indicated by 
M = blowing parameter = G/Gm blue display 

Nufl = cross-stream-averaged Nusselt Tm = mainstream temperature 
number = havDh/kf U = fundamental solution 

Nu/d = fully developed Nusselt num w = length of injection hole in 
ber = hfdDh/kf cross-stream direction 

Pr = Prandtl number = ficp/kf X = streamwise coordinate 
Q = heat flux x0 = distance from channel 

Rem = Reynolds number = GmDh/jx entrance to upstream edge of 
R = mass flow rate ratio = mf/ injection hole 

mm a = surface material thermal dif-
s = cross-stream coordinate fusivity 
t = time & = injection angle 

T = 
' aw 

adiabatic wall temperature 7 = flare angle 
Tf = film temperature V = film cooling effectiveness 
T, = initial temperature = (7", - Tm)/(Tf- Tm) 

T • — 1 mix mixed-mean temperature ^mix = film cooling effectiveness 
Tr = reference temperature = (Tr- r r a i x ) / ( 7 > - Tmix) 
Tw = wall temperature /* = fluid viscosity 

T = 
1 wg 

wall temperature indicated by P = density 
green display T = time step 
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Fig. 3 Blade tip geometry and film injection configurations 
Fig. 2 Apparatus schematic 

tirely of acrylic plastic: transparent on the top of the clearance 
gap channel to allow viewing of the test surface from outside 
the channel, and painted black on the test surface itself to 
provide an optimum background for the liquid crystal coating 
display. 

The working fluid used in the main flow circuit consists of 
filtered and dried laboratory compressed air, which flows 
through an in-line electric heater with autotransformer-con-
trolled power input, and a three-way ball-type flow diverter 
valve. The diverter valve is used to bypass the heated air from 
the test section until the heated air temperature reaches a de
sired value. The diverted air passes through the balancing valve, 
which is adjusted to equalize the flow resistance between the 
test section and bypass circuit so that the flow rate is unchanged 
when the flow is suddenly routed to the test section. 

The thermal liquid crystal coating used is a commercially 
available, micro-encapsulated chiral nematic thermochromic 
liquid crystal (TLC), which is applied to the test surface using 
an airbrush. This TLC displays colors in response to temper
ature changes as a result of lattice reorientation of the crystal. 
When applied as a thin layer, the TLC is essentially clear, 
showing the black background, and displays color with in
creasing temperature in sequence of red, green, and blue, and 
returning to clear. The nominal temperatures for red, green, 
and blue displays of the TLC formulation used are 38.4°C, 
39.8°C, and 43.5°C, respectively. It is expected that this coat
ing, which is on the order of 10 cm thick, will have a response 
time of only a few milliseconds, as shown by Ireland and Jones 
(1987). This time is negligible in comparison with the duration 
of the thermal transients used in the present study. 

To minimize experimental uncertainties, the temperatures 
of the supplied flows are chosen so that the color threshold is 
not reached until sufficient time has elapsed after the start of 
flow (usually 15 seconds or more) to insure that the elapsed 
time can be determined accurately. Also, the primary and 
secondary flow temperatures are chosen so that the elapsed 
time (usually less than 60 seconds), and corresponding depth 
of heat penetration into the test surface, will permit the as
sumption of a semi-infinite solid, as discussed below, to be 
valid. Experimental uncertainties have been assessed by the 

Table 1 Tip model dimensions 

Configuration Dimensions [cml 
Discrete Slot xo=0.25. w=0.95 
Round Hole xo=0.25. d=0.48 

Pressure Side w=0.95, Y=12°, P=45° 

Grooved Tip d=0.48. Lc=5.08 

methods of Kline and McClintock (1953) and are estimated to 
be ± 8 percent for convection coefficients, h, and ± 10 percent 
for film cooling effectiveness, T). 

The present computer vision system employs the following 
three major components: (/) SUN SPARC station2 with ether-
net mainframe connection, (ii) RasterOps RGB color frame 
grabber, and (Hi) Pulnix RGB CCD color video camera. Ad
ditional auxiliary components include a video cassette recorder, 
microcomputer, and color printer. The use of the system to 
evaluate film cooling performance is described in the following 
section. 

The cross sections and plane views of the test surfaces are 
shown in Fig. 3. The basic dimension of the test surface for 
all blade tip configurations is 8.26 cm wide in the cross-stream 
direction and 7.24 cm long in the streamwise direction from 
the simulated pressure-to-suction side. Two clearance gap 
heights have been considered in the present test program, re
sulting in clearance gap ratios (L/H) of 9.12 and 15.2, re
spectively. The detailed dimensions of the test surfaces are 
summarized in Table 1. Secondary film flow is supplied from 
the heater to a manifold, which, in turn, distributes the film 
flow equally to a single array of injection holes. The test sur
faces for discrete slot, round hole, and pressure side injection 
configurations each have an array of five equally spaced in
jection holes, whereas the grooved tip configuration employed 
four holes. The spacing and hole cross section upstream of the 
flared exit for the pressure side injection model are identical 
to those of the discrete slot configuration. For each configu
ration, primary channel flow Reynolds numbers, based on 
channel hydraulic diameter, were set at values of 15 x 103, 
30 x 103, and 45 x 103, and secondary film flow rates were 
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set to provide values of film-to-mainstream mass flow rate 
ratio ranging from 0.016 to 0.223. 

Measurement Theory and Procedures. The measurement 
of the test surface convection characteristics and evaluation 
of the performance of the film coolant injection follow the 
methods of Vedula and Metzger (1991) with local heat transfer 
rate expressed as: 

q = h(Tr-Tw) (1) 

where Tw is the local test surface temperature and Tr is the 
reference, or convection driving, temperature that renders the 
convection coefficient, h, independent of the temperatures. 
For small temperature differences and constant fluid prop
erties, the appropriate Tr reduces the convection coefficient h 
to a function of the aerodynamic character of the flow field 
alone, and allows a local surface convection behavior to be 
condensed into a constant of proportionality (h) for a given 
flow field. 

In two-temperature convection situations, with a single con
verting fluid at temperature Tm, the reference temperature is 
simply Tm, and only h must be determined in the experiments. 
In film cooling with two flows present, the reference temper
ature is at some generally unknown level that depends on the 
supply temperatures of the two interacting streams and the 
degree of mixing that has occurred between them before they 
arrive at the various locations on the surface. For these situ
ations, both h and Tr must be considered unknowns to be 
determined by experiment. Note that in general if the surface 
is locally adiabatic, Tr = Taw (adiabatic wall temperature). 
Thus traditionally Tr distributions over the surface have been 
obtained on adiabatic surfaces, but separate testing on a non-
adiabatic surface is required to determine the h distribution. 
With the present test method, both Tr and h are determined 
with use of the same surface. 

In the present experiments, the test surface is suddenly ex
posed to the flow(s) and the transient response of the test 
surface as indicated by the TLC color display is observed. The 
wall material including the test surface is initially at a uniform 
temperature at all depths, and the initial response near the 
surface is governed by a semi-infinite formulation of the tran
sient heat conduction where the temperature at the surface is 
given by the classical solution: 

sponding to the blue display at tb, then h and Tr are determined 
from the simultaneous solution of: 

Tw-T, 
Tr-T: 

= 1 - exp 
h2at 

k2 erfc 
h\[at 

(2) 

The semi-infinite description is appropriate as long as the 
transient temperature penetration does not exceed the thickness 
of the wall material being used, and thus the penetration time 
becomes the criterion for deciding test wall thickness and sub
sequent allowable transient test duration. The solution is ap
plied locally at all points on the surface in accordance with 
the findings of Metzger and Larson (1986), and Vedula et al. 
(1988), which showed that lateral conduction effects within 
the test surface are very small, even with strong variations of 
h over the surface. 

For situations where Tr is known, for example tests in the 
present program conducted without secondary flow present, 
h can be determined from Eq. (2) by measuring the time t 
required for the surface temperature to reach a prescribed value 
as indicated by the coating color display. The method is ex
tended to film cooling and other three-temperature situations 
(Vedula and Metzger, 1991) by noting that both h and Tr can 
be obtained as the simultaneous solution of two equations of 
the form of Eq. (2) obtained either from a single transient test 
with two surface temperature indications at different times 
during the transient, or from two separate related transient 
tests. For example, if during the transient a liquid crystal sur
face coating indicates one surface temperature T„e at time tg 

corresponding to the green display and another Twb corre-

T -
1 v/g 

-^ 

Twb-

Ti 

-Ti 

Tr~ Ti 

•• 1 - exp 

1 - exp 

h2atg 

k2 

h2atb 

. e J 

erfc 

erfc 

hsfatg 

: * : 
h\fafb 

k 

(3) 

(4) 

In the experiments, for both two- and three-temperature 
situations, an additional complication is introduced since true 
step changes in the applied fluid temperatures are usually not 
possible and the reference temperatures are thus functions of 
time, This complication is accounted for by modifying the 
equations through the use of superposition and Duhamel's 
theorem (Metzger and Larson, 1986). The actual gradual change 
is obtained by using a series of steps. The solution is represented 
as: 

T~Ti=J]UU-Tj)(Tr-Ti)j 
y'=i 

where 

U(t-Tj) = l-fiXp 
k2 a(t-rj) erfc - V a ( ' - T , - ) 

k 

(5) 

(6) 

Here, Tr is time varying and unknown but related to the time 
variation in Tm and T/, and to the film cooling effectiveness 
1) such that: 

T,- ^ = (1 -r,)(Tm- 7-) +1,(7>- Ti) (7) 

The two simultaneous equations are solved in the form of Eqs. 
(5)-(7) to obtain the two unknowns, h and r;. 

It is appropriate here to mention that a distinct advantage 
of the testing scheme described is that all wetted surfaces are 
thermally active. This is in contrast to many other testing 
techniques, where only the test surface itself is thermally active, 
and adjacent surfaces that may interact through convection 
with the test surface have unrealistic thermal boundary con
ditions. Moreover, the thermal boundary conditions on the 
test and adjacent surfaces are close to spatially isothermal, 
which is the wall surface condition usually desired in gas turbine 
engine component design. 

Results and Discussion 

The immediate results of the test procedures described in 
the preceding section are two color-coded maps displayed on 
the workstation monitor, which describe the local distributions 
of both convection coefficients and film cooling effectiveness 
over the entire test surface downstream of injection (Kim and 
Metzger, 1992). Each map is produced from a 100 x 75 raw 
data matrix. Figure 4 shows a typical set of local convection 
coefficient and film cooling effectiveness maps in gray levels 
acquired from the discrete slot, normal injection configuration. 

A significant advantage of the present experimental tech
nique concerns the degree of detail available for providing 
both qualitative and quantitative results of the highly complex 
convective heat transfer phenomena under consideration. For 
comparison purposes, various linear variations and averages 
can be derived from these maps, and samplings of those are 
presented in this section to describe the character of the film 
cooling performance for each configuration. 

Flat Surface With No Injection. Figure 5 shows the cross-
stream-averaged convection coefficients in the form of Nusselt 
numbers obtained on the test surface in the absence of coolant 
injection. Local cross-stream-averaged Nusselt numbers have 
been normalized with respect to fully developed values cal
culated from the Dittus-Boelter correlation for fully developed 
flow in a duct (Nu/rf = 0.023 Re„8PrM) and are plotted as a 
function of channel length divided by hydraulic diameter. Also 
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Heat Transfer Coefficient Film Cooling Effectiveness 
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Fig. 4 Local heat transfer and film cooling effectiveness distributions, 
Rem = 45,000, fl = 0.124, L/H =9 .12 
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Fig. 5 No-injection cross-stream-averaged NuD 

shown is the result of Boelter et al. (1945) for a sharp-edged 
duct entry as given by Kays and Crawford (1980). The data 
obtained with Rem = 15,000 and L/H = 9.12 are in excellent 
agreement with the classical results, particularly near the entry 
region, whereas other results obtained for higher mean veloc
ity, or a smaller channel height, tend to fall below the classical 
values. This trend is in general agreement with the expectation 
that the present geometry, which simulates a sharp-edged entry 
on only one side of the channel, will approach the duct entry 
situation at low inlet speeds and large channel heights where 
a better symmetry of flow can be established. In general, the 
present results are in good agreement with expected values for 
a duct flow entry region, providing confidence in the present 
test procedures. 

Discrete Slot Normal Injection. A detailed discussion of 
the results for this configuration has been given by Kim and 
Metzger (1993). To facilitate comparisons with other config
urations evaluated, some of the results of that work are re
peated here. Figures 6 and 7 show the local distributions of 
heat transfer and film cooling effectiveness at four streamwise 
locations downstream of injection for a typical set of results 
obtained with Rem = 45,000, R = 0.124, and L/H = 9.12. 
To minimize the channel end wall effects, the range of data 
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Fig. 6 Local convection coefficient distributions, discrete slot injection 
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Fig. 7 Local film cooling effectiveness distributions, discrete slot in
jection 

presented is restricted to a nominal three-pitch distance cen
tered at the cross-stream midpoint of the slot array (s/w = 
0). Also, data obtained near the film supply slots (x/H < 0.4) 
were excluded due to the local invalidation of one-dimensional 
heat flow assumption. In Fig. 6, it appears that local convection 
coefficients vary significantly in the region close to the injection 
location. The observed peaks and valleys of the local heat 
transfer distribution at x/H = 0.4 correlate well with the 
locations of the three slots whose centers are positioned at s/ 
w = -1 .5 , 0.0, and 1.5, respectively. The data indicate heat 
transfer is relatively low immediately downstream of each slot 
compared with the values in the space between two neighboring 
slots. This trend is in accord with the expected boundary layer 
thickening associated with film injection which tends to reduce 
local heat transfer. The initial periodic heat transfer distri
butions eventually smear out far downstream as indicated by 
values at x/H = 8.0. This observation suggests the discrete 
film flows spaced relatively close to each other may have merged 
in the far downstream region. 

The corresponding set of film cooling effectiveness data for 
the same conditions and locations is given in Fig. 7. The effect
iveness data also show a large variation at the streamwise 
location closest to injection. Film cooling effectiveness im
mediately downstream of each slot is as high as 1.0 at some 
locations and drops to approximately 65 percent of the peak 
value between the slots. The lowest value, however, still reads 
above 0.6. This means that the present film cooling configu
ration, with film injection slots spaced relatively close to each 
other, contains no totally uncooled region downstream of the 
injection location. The local distributions presented in Fig. 7 
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are typical of all the film cooling effectiveness data obtained 
with the present configuration for L/H = 9.12 and for an 
intermediate range of mass flow rate ratios. In general, the 
cross-stream variations tend to be highest at the highest blowing 
rates, with higher cross-stream-averaged effectiveness values 
close to injection, and monotonically decreasing in the down
stream direction. In all cases, the close cross-stream spacing 
of the holes prevents any zero-effectiveness regions between 
the holes. 

The overall effects of coolant injection rate on measured 
heat transfer and film cooling performance are shown in Figs. 
8 and 9, respectively. Figure 8 gives the heat transfer variation 
in terms of cross-stream-averaged Nusselt number with respect 
to increasing mass flow rate ratio for Rem = 45,000 and Lf 
H = 9.12. All data sets, with the exception of the highest 
values of R, show a classical sharp-edged channel entrance 
distribution with low values close to the entrance corner, which 
is attributable to flow separation. The values rise abruptly, 
peaking at x/H - 1.5 due to the expected flow reattachment 
onto the test surface. It is clear that increasing coolant injection 
rate generally enhances the convection coefficients at all 
streamwise locations. Relative to the no-injection values, an 
increase of up to 20 percent is observed in cross-section-average 
convection coefficients measured downstream of injection as 
a result of coolant injection into the gap. This injection-induced 
convection coefficient increase means that if the film injection 
temperature is not low enough, relative to the clearance leakage 
flow temperature, injection can actually increase thermal load
ing on the tip, which is opposed to the desired effect. The 
nonmonotonic behavior near the pressure side corner observed 
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for R = 0.124 is an evidence of locally complex flow inter
actions between the accelerating main flow and injected coolant 
flow, which warrants further study. The corresponding film 
cooling effectiveness variations are given in Fig. 9. It is ob
served that the cross-stream-averaged film cooling effective
ness monotonically increases with increasing coolant injection 
rate over all of the protected surface. This trend is typical of 
all the data sets obtained thus far. 

Round Hole Injection. The cross-stream variations of local 
heat transfer and film cooling effectiveness at four streamwise 
locations downstream of injection obtained with Rem = 30,000, 
R = 0.079, and L/H = 9.12 are shown in Figs. 10 and 11, 
respectively. The heat transfer distribution given in Fig. 10 
shows a trend similar to that observed in the previous discrete 
slot injection case, i.e., a large cross-stream variation imme
diately downstream of a discrete hole array followed by gradual 
decay of the resulting periodic structure in the downstream 
direction. It is of interest to note the existence of six peaks in 
the cross-stream distribution close to the hole array corre
sponding to the injection hole locations now at s/d = -3.0, 
0.0, and 3.0, where d is the injection hole diameter. This 
observation suggests the presence of horseshoe-type vortex 
pairs downstream of each hole, which are typical of round 
hole flow injection into a moving gas stream (Goldstein, 1971). 
The corresponding film cooling effectiveness data for the same 
conditions are given in Fig. 11. It is noted that the cross-
sectional local film cooling effectiveness distributions also be-
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gin with six distinct peaks close to the injection location, which 
are similar to those observed in the heat transfer data. In 
contrast to the convection coefficient distributions, the peri
odic pattern, again plausibly caused by horseshoe-type vor
tices, rapidly changes to a more expected three-peak distribution 
similar to that observed in the previous discrete slot injection 
case as indicated by the data set for x/H = 2.0. The transition 
in the shape of the local distribution is believed to be an in
dication that significant mainstream gas entrainment occurs 
in the region downstream of injection between two neighboring 
injection holes, which is driven by local secondary flow mo
tions. It is generally observed that the present round hole 
injection results exhibit less-diminished periodic structure in 
the far downstream region when compared with the previous 
discrete slot injection results. Although a direct comparison is 
not possible due to differences in flow parameters, this trend 
may be attributable to the relatively large hole spacing of the 
present round hole configuration, which results in a larger 
initially unprotected region between injection holes. Never
theless, the measured film cooling effectiveness values indicate 
that no unprotected surface exists downstream of injection 
with the present round hole injection configuration. 

Figures 12 and 13 show the overall effect of increasing in
jection rate on measured cross-stream-averaged Nusselt num
ber and film cooling effectiveness. The Nusselt number 
distributions show only a small variation with respect to in
creasing injection rate. Also noticeable is that the Nusselt num
ber variation is not monotonic with respect to the increasing 
value of/?, although the entrance behavior is clearly observed 

and appears to be insensitive to the injection rate. The cross-
stream-averaged film cooling effectiveness data in Fig. 13 show 
a strong variation with increasing injection rate. It is of interest 
to observe that the data set obtained for R = 0.047 shows 
little difference compared with the values for R = 0.079 re
gardless of nearly a 70 percent increase in the coolant mass 
flow rate. Such behavior highlights the need for a detailed 
investigation of film injection rate for a given leakage flow 
Reynolds number and injection configuration to identify an 
optimum. 

Pressure Side Flared Hole Injection. The local cross-stream 
variations of convection coefficients and film cooling effec
tiveness for a configuration that injects air on the simulated 
pressure side through flared slots are shown in Figs. 14 and 
15 for conditions of Rem = 45,000, R = 0.124, and L/H = 
9.12. In the present injection configuration, the film coolant 
is injected into the mainstream as angled jets upstream of the 
test surface and into the supply plenum where local mainstream 
velocity is relatively low. 

Based on the mean velocity within the plenum for the given 
mass flow rate ratio, the local velocity ratio of the mainstream 
to injected film flow can be as low as 1/13. In this situation, 
one may expect the film flow to travel far into the mainstream 
and become embodied into the leakage flow entering the clear
ance gap. Unless the film flows reattach before they enter the 
clearance gap, the local transport characteristics will be dom
inated by the entrance behavior of the accelerating tip leakage 
flow. Figure 14 suggests that both the mainstream and film 
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flows separate at the pressure-side tip corner and reattach far 
into the clearance gap as indicated by the low values at x/H 
= 0.4. The measured cross-section heat transfer distributions 
show no significant effect of upstream film injection as they 
appear fairly uniform at all four streamwise locations. On the 
other hand, the cross-section film cooling effectiveness distri
butions given in Fig. 15 show large variations at all streamwise 
locations, clearly showing the trace of upstream fluid tem
perature distributions along the cross-stream direction. Al
though the transport characteristics due to discrete film flow 
injection appear to have been smeared out, at least near the 
test surface of interest, this observation suggests the local ref
erence temperature distributions are retained in the clearance 
leakage flow even after a sharp, 90 deg turn over the pressure-
side tip. This large difference in local heat transfer and film 
effectiveness distribution characteristics provides strong evi
dence that information for both heat transfer and film cooling 
effectiveness is needed to predict thermal loading accurately. 

Figures 16 and 17, respectively, show the effect of varying 
injection rate on measured cross-stream-averaged Nusselt 
number and film cooling effectiveness distributions in the 
streamwise direction. As shown in Fig. 16, the measured con
vection coefficient distributions appear highly sensitive to the 
increase in injection rate, particularly in the reattachment re
gion. Comparing the present data with those obtained for the 
discrete slot injection case given in Fig. 8, one finds that the 
difference between the values in the reattachment region ob
tained with and without injection is significantly larger for the 
present pressure side injection configuration. The local Nusselt 
numbers obtained with R = 0.124 near the reattachment region 
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show an increase of nearly 25 percent over the no-injection 
values, whereas the corresponding increase in Fig. 8 for the 
same mass flow rate ratio is no more than 5 percent. This is 
apparently due to the lack of flow interactions that would exist 
for the discrete slot injection case. Figure 17 shows the match
ing film cooling effectiveness variation with respect to increas
ing injection rate. It is noted that measured cross-stream-
averaged effectiveness values show no evidence of significant 
enhancement with nearly a 60 percent increase in coolant in
jection rate. In fact, values near the pressure side, at a higher 
injection rate, read slightly lower than those for a lower in
jection rate. 

Grooved-Tip Cavity Injection. The local convection coef
ficient and film cooling effectiveness distributions within the 
grooved-tip cavity floor are shown in Figs. 18 and 19, respec
tively, for the pressure-side cavity injection case. Four stream-
wise locations on the cavity floor surface are chosen to show 
local cross-section variations in each figure, i.e., pressure-edge 
and suction-edge each signifying the data set taken at stream-
wise locations: x/Lc = 0.05 and 0.95 (approximately one-half 
the hole diameter from the pressure-side and suction-side cavity 
walls), center-plate: x/Lc = 0.5 (representing the data set along 
the midpoints on the cavity floor), and center-holes: x/Lc 
= 0.25 (representing the data set along the line passing the 
centers of the injection holes). This data presentation format 
should provide at least an overall view of the complex heat 
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transfer phenomenon within the grooved-tip cavity region. The 
local convection coefficient distributions shown in Fig. 18 do 
reveal many interesting features of local transport character
istics. First, it is noted that relatively high convection coeffi
cients are found near the suction-side cavity wall, which suggests 
the existence of a circulation bubble typically found in the groove-
tip cavity. Based on the local heat transfer map produced from 
the raw data matrix, a large circulation bubble, located near the 
suction-side cavity wall, is identified for all test results for the 
present configuration. The mild cross-stream variation of 
the data set for suction-edge, showing a maximum at midspan 
is due to the finite cross-stream length of the grooved-tip cavity, 
which necessarily introduces three dimensionality into the test 
results. 

The values measured along the hole centerlines (centerhole) 
clearly show a periodic cross-stream variation, which is ap
parently caused by the discrete hole injection. Data points 
acquired on the hole edges have been removed to exclude the 
edge effects. Therefore, the peak values near the injection holes 
located at s/d = ±1.5 and ±4.5 do represent injection-in
duced local heat transfer enhancement. The pressure-edge val
ues also show a periodic variation, which indicates the 
circulation bubble, with its mean motion directly opposite to 
the leakage flow direction near the cavity floor surface, tends 
to sweep the film flows toward the pressure-side cavity wall. 
The matching film cooling effectiveness data in Fig. 19 reveal 
this flow phenomenon within the cavity more clearly. Local 
film cooling effectiveness values for pressure-edge show four 
distinct peaks aligned with the center of each hole, whereas 
data obtained near the suction corner indicate no periodic 
variations. Nevertheless, the values in the region between the 
injection location and suction-side wall are all found to be 
above 0.1, suggesting that the circulation bubble present within 
the grooved-tip does carry coolant flows to the opposite end 
of the cavity floor. 

One of the main objectives for the present grooved-tip con
figuration study was to investigate the effect of varying injec
tion location on the measured heat transfer and film cooling 
performance. 

A typical set of results, showing the effect of varying in
jection location, is presented in Figs. 20 and 21 in terms of 
cross-stream-averaged channel Nusselt numbers and film ef
fectiveness on the cavity floor. 

The two injection locations considered are the pressure-side 
injection, in which the hole array is located at x/Lc = 0.25, 
and the suction-side injection at x/Lc = 0.75. The Nusselt 
number distributions shown in Fig. 20 indicate that the suction-
side injection results are slightly higher than those of the pres

sure-side injection over the majority of the test surface. The 
effectiveness data, however, show a significant difference in 
the overall film cooling performance. Data obtained with suc
tion-side injection consistently show a twofold increase over 
those with pressure-side injection on virtually all locations of 
the cavity floor. This trend is apparently due to the flow in
teraction between the injected film flows and the circulation 
bubble present within the cavity. As pointed out in the previous 
cross-stream distribution results, the air motion associated with 
the circulation bubble tends to sweep the injected coolant to
ward the pressure-side cavity wall where it is forced to be in 
direct contact with the leakage flow moving in the opposite 
direction. In this situation, one may expect a rapid degradation 
in the cooling capability of the film flows due to the inevitable 
mixing with the mainstream while traveling to the upstream 
end of the cavity floor. Since the fluid motion on the cavity 
floor is opposed to the leakage flow, this surface will therefore 
never have the opportunity to be protected by fresh coolant 
flows in the case of pressure-side injection. For the case of 
suction-side injection, however, the same circulation bubble 
tends to bend the coolant jets toward the cavity floor, and if 
the local flow momentum of the circulation bubble is strong 
enough relative to that of the coolant flow, the injected flow 
may cover a substantial portion of the cavity floor. The raw 
data corresponding to the suction-side injection configuration, 
which are presented in Fig. 21, actually show four distinct film 
traces downstream of the injection holes, meaning the film 
flows do attach to the downstream region after being injected. 
This trend is consistently observed with the present grooved-
tip cavity configuration for an intermediate range of injection 
rates. More complete film cooling performance characteriza
tion should also include the data obtained on the cavity walls. 
For instance, when high thermal loading on the pressure-side 
cavity wall is of concern, pressure-side injection may be pre
ferred over the suction-side injection. These points should war
rant future studies that include an evaluation of film cooling 
performance on these areas. 

Comparison Between Various Injection Configurations. 
In this section, a comparison of the results between different 
injection configurations based on the film cooling data ob
tained from the first three cases is discussed. The film cooling 
performances of the three injection configurations are com
pared for a given mass flow rate ratio and the results are 
presented in terms of the cross-stream-averaged film cooling 
effectiveness values at three downstream locations in Fig. 22. 
In order to delineate the surface film effectiveness character
istics from the mixing phenomena associated with the inter-
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overall cooling effectiveness can be obtained with increased 
coolant injection rate. It is of interest to note that rjmix values 
obtained in the far downstream region tend to approach zero, 
particularly at smaller mass flow rate ratios. This trend agrees 
with the expected behavior of rjmix in the far downstream region 
where substantial mixing between mainstream and coolant 
flows must have occurred. 

Closure 
The results of this study indicate that film cooling perform

ance with coolant injection near the pressure side corner on 
plane blade tips varies significantly with blade tip geometry 
and injection locations. For the case of film injection at the 
blade tip pressure-side corner, the average film cooling effec
tiveness downstream of injection is found to increase with 
injection rate in general, whereas the same is not necessarily 
true for the airfoil pressure side injection. It is also observed 
that convection coefficients also vary substantially with injec
tion rate for a given configuration. The results for the grooved-
tip cavity injection indicate that overall film cooling perform
ance varies significantly with injection locations. Among the 
three plane-tip film injection configurations considered in the 
present study, the discrete slot injection is found to provide a 
superior film protection capability over others for a given film-
to-mainstream mass flow rate ratio. Although some of the 
results display unexplained trends and complexities that war
rant further study, the overall results are in reasonable ac
cordance with expectations, and should aid designers in 
predicting the film cooling performance on turbine blade tips. 

action of the primary leakage and injected cooling flows, an 
attempt is made to correlate the results using a film cooling 
effectiveness definition based on the channel mixed-mean tem
perature, which is given as: 

'/mix ~ 
Tr~Tm 

Tf-Tm 
(8) 

From a simple energy balance for flow through a channel 
bounded by adiabatic walls, the following correlation can be 
used to relate the overall film cooling effectiveness, TJ, and the 
effectiveness based on the channel mixed-mean temperature, 
^7mix* 

l,mta = 1» + ( l » - D * (9) 

The utility of this definition of film cooling effectiveness is 
that it indicates the magnitude of local fluid mixing charac
teristics for a given injection scheme separate from the overall 
channel cooling performance due to the decrease in leakage 
flow temperature within the channel as a result of coolant 
injection. With this definition, rjmix will be zero wherever the 
mainstream and film flows are fully mixed. In the other ex
treme, T)mix will read 1.0 wherever the local surface is exposed 
to pure, unmixed coolant fluid, so that the local driving tem
perature is equal to that of coolant at the hole exit. In Fig. 
22, it is clearly shown that for a given coolant-to-mainstream 
mass flow rate ratio the discrete slot injection scheme provides 
the highest surface thermal protection performance at all 
downstream locations. This is undoubtedly the result of the 
special hole geometry and close cross-stream spacing, which 
provides better film coverage over the test surface. An inter
esting trend is observed regarding the variation of mixed-mean-
based film cooling effectiveness with respect to increasing mass 
flow rate ratio. The discrete slot injection data clearly show a 
maximum point near R = 0.125 indicating that further mass 
flow rate ratio increases actually result in diminished efficiency 
of the film protection system. 

The lower value obtained with R = 0.224 suggests that the 
coolant may not be used effectively, even though a higher 
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Heat Transfer and Effectiveness 
on Film Cooled Turbine Blade 
Tip Models 
In unshrouded axial turbine stages, a small but generally unavoidable clearance between 
the blade tips and the stationary outer seal allows a clearance gap leakage flow to be 
driven across the blade tip by the pressure-to-suction side pressure difference. In modern 
high-temperature machines, the turbine blade tips are often a region prone to early 
failure because of the presence of hot gases in the gap and the resultant added 
convection heating that must be counteracted by active blade cooling. The blade tip 
region, particularly near the trailing edge, is often very difficult to cool adequately with 
blade internal coolant flow, and film cooling injection directly onto the blade tip region 
can be used in an attempt to reduce the heat transfer rates directly from the hot 
clearance flow to the blade tip. An experimental program has been designed and 
conducted to model and measure the effects of film coolant injection on convection 
heat transfer to turbine blade tips. The modeling approach follows earlier work that 
found the leakage flow to be mainly a pressure-driven flow related strongly to the airfoil 
pressure loading distribution and only weakly, if at all, to the relative motion between 
blade tip and shroud. In the present work the clearance gap and blade tip region is thus 
modeled in stationary form with primary flow supplied to a narrow channel simulating 
the clearance gap above a plane blade tip. Secondary film flow is supplied to the tip 
surface through a line array of discrete normal injection holes near the upstream or 
pressure side. Both heat transfer and effectiveness are determined locally over the test 
surface downstream of injection through the use of thin liquid crystal coatings and a 
computer vision system over an extensive test matrix of clearance heights, clearance 
flow Reynolds numbers, and film flow rates. The results of the study indicate that film 
injection near the pressure-side corner on plane turbine blade tips can provide 
significant protection from convection heat transfer to the tip from the hot clearance 
gap leakage flow. 

Introduction 
Convection heat transfer phenomena continue to play an 

important role in the development of improved gas turbine 
engines, for both aerospace and terrestrial applications. Im
provements in overall engine performance almost always 
involve increases in hot gas temperature, necessitate the 
development of better cooling schemes and more efficient 
use of the cooling air that is used to control temperatures in 
the engine components. To achieve acceptable durability, 
both temperature levels and temperature gradients must be 
controlled in the components exposed to the hot gas stream. 

The sought-after temperature and temperature gradient 
control must be achieved with a minimum use of coolant, 
since most modern engines, regardless of application, use 
costly compressed air diverted from the engine compressor 
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stages. Minimization of cooling air use is one of the primary 
motivations for the development of improved convection heat 
transfer knowledge and predictive ability. 

One of the critical areas of gas turbine engines, in terms of 
durability and use of cooling air, is the blade tip region. In 
axial turbine stages under almost all operating conditions, a 
clearance gap exists between the blade tips and the outer 
stationary seal. Even with sophisticated clearance control 
methods and hardware this gap is never eliminated at all 
operating conditions (Hennecke, 1984). Thus in normal oper
ation the pressure difference between the convex and con
cave sides of the blades drives a leakage flow across the tip, 
which has detrimental effects on both aerodynamic perform
ance and heat transfer. Near the pressure side of the gap, hot 
mainstream flow is turned into the gap (Fig. 1) with high 
acceleration levels and thin boundary layers (Mayle and 
Metzger, 1982; Metzger and Rued, 1989). Because of this 
boundary layer thinning and together with strong secondary 
flows within the hot gas blade path, the flow entering the gap 
is often primarily composed of fluid at or near the maximum 
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Fig. 1 Clearance gap leakage and plane tip film cooling 

temperature of the hot gases, particularly in the downstream 
tip region near the trailing edge. The resultant thermal 
loading at the blade tip can be very significant and very 
detrimental to tip durability, especially since the blade tip 
region near the trailing edge can be difficult to cool ade
quately with blade internal cooling flows. 

As a result of their effects on turbine efficiency and 
performance, blade tip leakage flows have been the subject 
of fairly intense investigation for more than a decade (Allen 
and Kofskey, 1955; Booth et al., 1982; Bindon, 1986; Moore 
and Tilton, 1988); but only in more recent years has attention 
focused on the heat transfer aspects of these leakage flows 
(Mayle and Metzger, 1982; Metzger and Rued, 1989; Rued 
and Metzger, 1989; Moore et al., 1989). One of the results of 
these more recent studies has been demonstration that con
vection heat transfer on the blade tip itself is virtually inde
pendent of the relative velocity between the tip and the 
stationary outer ring seal. Despite the fact that the clearance 
gap is normally very small (the order of 1 percent of blade 
height), this independence has been established for both 
plane and grooved blade tip configurations both experimen
tally and numerically (Chyu et al., 1986, 1987) for relative 
velocities greater than those expected in practice. The essence 
of the situation is sketched in Fig. 2, where the effects of the 
relative velocity are seen to be confined to a thin layer next 
to the shroud, with the velocity profile near the tip virtually 
unchanged from the shape it would have without relative seal 
motion. This independence has been previously used to en
able the experimental study of tip heat transfer with station
ary test sections (Metzger and Bunker, 1989), and the present 
study is a continuation of those efforts with film coolant 

fy///y////////////"^^^ 

Blade Tip 

Pressure 
Side 

Suction 
Side 

Fig. 2 Character of the clearance gap flow 

injection onto simulated plane blade tips. The plane tip 
configuration is representative of a large class of turbine 
blade designs practice, particularly for larger engine sizes 
where the size of the clearance gap relative to blade span can 
be kept smaller. The situation modeled is shown generally in 
the sketch of the Fig. 1, where film coolant injection is 
provided at the tip from within the blade along the pressure-
side corner to protect the tip from the deleterious effects of 
the hot leakage flow. 

In the present experiments, the simulated blade tip surface 
downstream of a single line of film cooling injection sites is 
constructed of acrylic plastic and coated with a thin liquid 
crystal layer capable of giving a visual color indication of the 
local test surface temperature distribution. A transient test 
procedure is used, with heated primary and secondary flows 
applied to the test surface to cause the coating to display 
colors that are locally viewed and processed with a worksta
tion-based computer vision system. The test method allows 
determination of detailed local convection coefficient and 
film cooling effectiveness distributions, and these distribu
tions have been acquired over an extensive test range of 
clearance heights, clearance flow Reynolds numbers, and 
film flow rates. 

Experimental Apparatus and Procedures 

Experimental Apparatus. A schematic arrangement of 
the test setup is shown in Fig. 3. The test section consists of a 
plenum chamber with calming section feeding a narrow chan
nel with the bottom, or test, surface of this channel repre
senting a plane turbine blade tip surface. Heated flow can be 
provided to both the primary and secondary lines through 
diverter ball valves, which allow sudden application of the 
flow(s) to the test section. The test surface is liquid crystal 

N o m e n c l a t u r e 
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Fig. 3 Apparatus schematic 

coated, and the display from this coating is viewed and 
processed by the vision system components shown in the 
figure. The test section is constructed entirely of acrylic 
plastic: transparent on the top of the clearance gap channel 
to allow viewing of the surface from outside the channel, and 
black on the test surface itself to provide an optimum visual 
background for the liquid crystal coating display. 

The main flow circuit consists of filtered and dried labora
tory compressed air feeding an in-line electric air heater with 
autotransformer-controlled power input, a three-way ball-type 
flow diverter valve, and a flow balancing valve (not shown). 
The diverter valve is used to bypass the heated air from the 
test section until the heated air temperature reaches a de
sired value. The diverted air passes through the balancing 
valve, which is adjusted to equalize the flow resistance be
tween the test section and bypass circuit so that the flow rate 
is unchanged when the flow is suddenly routed to the test 
section. 

The coating used is a commercially available micro-en
capsulated chiral nematic thermochromic liquid crystal (TLC), 
applied to the test surface using an airbrush. This TLC 
displays colors in response to temperature changes as a result 
of lattice reorientation of the crystal. When sprayed as a thin 
layer, the TLC is essentially clear (showing the black back
ground) and displays color with increasing temperature in 
sequence of red, green, blue, and back to clear. The nominal 
temperatures for red, green, and blue displays of the TLC 
formulation used are nominally 38.4° C, 39.8° C, and 43.5° C, 
respectively. It is expected that this coating (the order of 
10 " 3 cm thick) will have a response time of only a few 
milliseconds as shown by Ireland and Jones (1987). This time 
is negligible in comparison with the length of the thermal 
transients used in the present study. 

To minimize experimental uncertainties, the temperatures 
of the supplied flows are chosen so that the color threshold is 

not reached until sufficient time has elapsed after the start of 
flow (usually 15 seconds or more) to insure that the elapsed 
time can be determined accurately. Also, the flow tempera
ture is chosen so that the elapsed time and corresponding 
penetration of the temperature pulse into the surface are 
small enough (usually less than 60 seconds) to insure that the 
test surface can be treated as semi-infinite as discussed 
above. Experimental uncertainties have been assessed by the 
methods of Kline and McClintock (1953) and are estimated 
to be +8 percent for convection coefficients, h, and +10 
percent for film cooling effectiveness, 17. 

The present computer-vision system employs the following 
three major components: (0 SUN SPARC II workstation 
with ethernet mainframe connection, (ii) RasterOps RGB 
color frame grabber, and (Hi) Pulnix RGB CCD color video 
camera. Additional auxiliary components include a video 
cassette recorder, microcomputer, and color printer. The use 
of the system to evaluate film cooling performance is de
scribed in the following section. 

A cross section and plan view of the test surface is shown 
in Fig. 4. The test surface is 4 in. (10.16 cm) wide in the 
spanwise direction and 3.125 in. (7.94 cm) long in the stream-
wise direction across the simulated blade tip from pressure 
side to suction side. Secondary film flow is supplied from the 
heater to a manifold, which in turn distributes the film flow 
equally to a single line of five elongated injection holes, 0.125 
in. (0.318 cm) wide (b) in the streamwise direction and 0.375 
in. (0.953 cm) long in the spanwise direction. The five holes 
are equally spaced in the spanwise direction on a pitch of 
0.5625 in. (1.429 cm), and the upstream edge of the hole 
array is located at a distance, xa, of 0.1 in. (0.254 cm) from 
the pressure side corner. The channel height, H (clearance 
gap), is set in the present tests to give values of H/b of both 
1.5 and 2.5. For each value of H/b, primary channel flow 
Reynolds numbers were set at values of 15 X 103, 30 X 103, 
and 45 X 103, and secondary film flow rates were set to give 
values of M equal to 0.01, 0.3, 0.5, and 0.9. 

Measurement Theory and Procedures. The measurement 
of the test surface convection characteristics and evaluation 
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of the performance of the film coolant injection follows the 
methods of Vedula and Metzger (1991) with local heat trans
fer rate expressed as: 

q = KTr - Tw) (1) 

where Tw is local test surface temperature and 1\ is the 
reference, or convection driving, temperature that renders h 
independent of the temperatures. For small temperature 
differences and constant fluid properties, the appropriate Tr 

reduces the convection coefficient h to a function of the 
aerodynamic character of the flowfield alone, and allows 
local surface convection behavior to be condensed into a 
constant of proportionality (h) for a given flowfield. 

In two-temperature convection situations, with a single 
convecting fluid at temperature Tm, the reference tempera
ture is simply Tm, and only h must be determined in the 
experiments. In film cooling with two flows present, the 
reference temperature is at some generally unknown level 
that depends on the supply temperatures of the two interact
ing streams and the degree of mixing that has occurred 
between them before they arrive at the various locations on 
the surface. For these situations, both h and Tr must be 
considered unknowns to be determined by experiment. Note 
that in general if the surface is locally adiabatic, Tr = Tw 

(adiabatic wall temperature). Thus traditionally Tr distribu
tions over the surface have been obtained on adiabatic sur
faces, but separate testing on a nonadiabatic surface is re
quired to determine the h distribution. With the present test 
method, both Tr and h are determined with use of the same 
surface. 

In the present experiments, the test surface is suddenly 
exposed to the flow(s) and the transient response of the test 
surface as indicated by the TLC color display is observed. 
The wall material including the test surface is initially at a 
uniform temperature at all depths, and the initial response 
near the surface is governed by a semi-infinite formulation of 
the transient heat conduction where the temperature at the 
surface is given by the classical solution: 

T, 

T. - T 
1 - exp 

h2at 
erfc 

Mat 
(2) 

The semi-infinite description is appropriate as long as the 
transient temperature penetration does not exceed the thick
ness of the wall material being used, and thus the penetra
tion time becomes the criterion for deciding test wall thick
ness and subsequent allowable transient test duration. The 
solution is applied locally at all points on the surface in 
accordance with the findings of Metzger and Larson (1986) 
and Vedula et al. (1988), which showed that lateral conduc
tion effects within the test surface are very small, even with 
strong variations of h over the surface. 

For situations where Tr is known, for example tests in the 
present program conducted without secondary flow present, 
h can be determined from Eq. (2) by measuring the time, /, 
required for the surface temperature to reach a prescribed 
value as indicated by the coating color display. The method is 
extended to film cooling and other three-temperature situa
tions (Vedula and Metzger, 1991) by noting that both h and 
Tr can be obtained as the simultaneous solution of two 
equations of the form of Eq. (2) obtained either from a single 
transient test with two surface temperature indications at 
different times during the transient, or from two separate 
related transient tests. For example, if during the transient a 
liquid crystal surface coating indicates one surface tempera
ture T at time tg corresponding to the green display and 
another Twh corresponding to the blue display at tb, then h 
and Tr are determined from the simultaneous solution of: 

T 
wg 

~T, 

T,~ -T, 

Twb -T, 

Z 

= 1 

= 1 

exp 
h2atg 

k2 erfc 
hJatg 

k 

exp 
h2ath 

k2 erfc 
hyatb 

k 

(3) 

(4) 

In the experiments, for both two- and three-temperature 
situations, an additional complication is introduced, since 
true step changes in the applied fluid temperatures are 
usually not possible and the reference temperatures are thus 
functions of time. This complication is accounted for by 
modifying the equations through use of superposition and 
Duhamel's theorem (Metzger and Larson, 1986). The actual 
gradual change is obtained by using a series of steps. The 
solution is represented as: 

T - T, = E U(t - r,)Ar, (5) 
<= 1 

where 

U(t - r,) = 1 - cxpl ^a(t - r , ) J e r f c ( - ^ a ( r - T , . ) ) 

(6) 

Here, Tr is time-varying and unknown but related to the time 
variation in Tm and Tf and to the film cooling effectiveness TJ 
such that: 

A7,.= ( l - 1 7 ) A r m + 1?A7). (7) 

So: 

T-T,= £ U{t - r , ) ( ( l - r,)Ar„, + T , A 7 » (8) 

The two simultaneous equations are solved in the form of 
Eq. (8) to obtain the two unknowns, 17 and h. 

It is appropriate here to mention that a distinct advantage 
of the testing scheme described is that all wetted surfaces arc 
thermally active. This is in contrast to many other testing 
techniques where only the test surface itself is thermally 
active and adjacent surfaces that may interact through con
vection with the test surface have unrealistic thermal bound
ary conditions. Moreover, the thermal boundary conditions 
on the test and adjacent surfaces are close to spatially 
isothermal, which is the wall surface condition usually de
sired in gas turbine engine component design. 

Results and Discussion 
The immediate results of the test procedures described in 

the preceding section are two color-coded maps displayed on 
the workstation screen describing the local distributions of 
both convection coefficients and film cooling effectiveness 
over the entire test surface downstream of injection for the 
various parameter combinations included in the test program 
(Kim and Metzger, 1992). For the purposes of clarity and 
comparison, various linear variations and averages can be 
derived from these maps, and a sampling of those sufficient 
to describe the character of the film cooling performance are 
presented in this section. 

Typical Local Convection Coefficient and Effectiveness 
Variations. Figure 5 shows variations in convection coeffi
cients along the spanwise direction over a nominal three-pitch 
distance centered at the spanwise center of the hole array 
(s = 0) for a typical set of results acquired with Re„, = 30,000, 
M = 0.3, and H/b = 1.5. Data and results were acquired for 
this case and for all others over the entire test surface span 
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Fig. 6 Typical local effectiveness distributions 

but this central spanwise zone is used for presentation pur
poses to minimize array and test channel end effects. The 
distributions of Fig. 5 are presented for four streamwise 
locations downstream of injection presented in terms of 
number of hole widths, x/b. 

It is evident from this Fig. 5 that the overall variation in h 
across the central test span is small at the injection location 
and remains so at all stations downstream. The local varia
tion is also quite small: no more than +10-15 percent. This 
spanwise variation is typical of the intermediate blowing rates 
examined in this study for both H/b = 1.5 and 2.5. The local 
spanwise variations for M — 0.1 are very small, the order of 
± 5 percent, while the variations for M = 0.9 range upward 
of 30-40 percent at the streamwise locations closest to the 
holes. As a general observation, however, it can be said that 
the spanwise variations in convection coefficient are small, 
particularly when compared with the corresponding varia
tions in effectiveness. The small spanwise variation is proba
bly attributable to the fact that the coefficients are elevated 
and dominated by the channel entrance effect, and are only 
elevated significantly by injection at the highest values of film 
flow rate. 

In contrast to the situation for convection coefficients, Fig. 
6 shows the corresponding variation in film cooling effective
ness for the same conditions and locations of Fig. 5. At the 
streamwise location closest to injection, and aligned with the 
center of the injection holes, effectiveness values of nearly 
1.0 are recorded. Even exactly halfway between the holes 
only one hole width downstream of injection, the minimum 
local effectiveness is above 0.5. This lack of any totally 
uncooled region is of course an objective of the film cooling 
configuration design and is undoubtedly the result of the 
close spanwise spacing of the injection holes. Again, the local 
distributions presented in Fig. 6 are typical. In general, the 
spanwise variations tend to be highest at the highest blowing 
rates, with higher spanwise-averaged effectiveness values 
close to injection, monotonically decreasing in the down
stream direction. In all cases, the close spanwise spacing of 
the holes prevents any zero-effectiveness regions between the 
holes, with spanwise variations in local r\ at x/b =1 .0 vary
ing from +10-50 percent and decreasing with increasing 
x/b. 

Another way to visualize the spanwise variation in local 
effectiveness is with linear cuts through the surface effective-

10 15 20 25 

x/b 
Fig. 7 Streamwise local effectiveness variations, Rem = 45,000, 
IW = 0.5, Hlb = 1.5 

ness map aligned in the downstream direction and positioned 
at various positions on the span. Figure 7 is such a presenta
tion, again for a typical, but different, set of conditions: 
Rem = 45,000, M = 0.5, and H/b = 1.5. Here there cuts at 
three positions on the span are presented: one aligned with 
the center of the holes, one aligned at the edge of the holes, 
and the third aligned halfway between the holes. The values 
shown are averages of results from similar positions within 
the center-span region defined in the discussion of Figs. 5 
and 6. The behavior shown is again typical, with spanwise 
differences in effectiveness for this set of conditions varying 
somewhat with downstream distance, but in the range of 
+ 20 percent. 

The spanwise variations in effectiveness are important in 
practice since they play a major role in establishing the 
magnitude of local metal temperature gradients on the cooled 
surface, and in turn the size of the thermal stresses. In 
general, the present set of results show that the spanwise 
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differences in effectiveness are very small for M = 0.1 and 
0.3, but increase with increasing values of M to a maximum 
at M = 0.9. Also for all other parameters held constant, the 
spanwise differences are greater for H/b =1 .5 than for 
H/b = 2.5. Figures 8-10 illustrate and quantify these trends. 

Spanwise-Averaged Distributions 

Baseline Results, M = 0. Figure 11 shows results con
ducted in the absence of film injection for the larger clear
ance gap, H/b — 2.5, for all three values of Reynolds num
bers used throughout the study. The convection coefficients, 
presented here in Nusselt number form, display a classical 
sharp-edge channel entrance distribution with low values 
immediately downstream of the entrance (pressure side) cor
ner attributable to flow separation. The values then rise 
abruptly in the streamwise direction, peaking at values of 

Nu. 
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Fig. 11 No-injection spanwise-averaged NuD , H/b = 2.5 

x/b that monotonically increase from 2.5 to 3.5 as Reynolds 
numbers increase, as expected and attributable to reattach
ment on the test surface. As flow develops streamwise, Nus
selt numbers decrease, and are generally in agreement with 
expected fully established values near the downstream end of 
the channel. Fully established Colburn equation predictions 
are shown as solid symbols near the right edge of the figure, 
and show that the predictions systematically overpredict the 
measured downstream values as Reynolds number increases, 
although the overall agreement is good and establishes confi
dence in the experimental procedures used. 

Figure 12 shows corresponding zero film injection results 
for the smaller clearance gap configuration, H/b = 1.5, and 
these values differ significantly both in character and in 
magnitude from the wider gap results. The values are gener
ally lower than those in the previous figure, and the peak Nu 
behavior evident in that figure is absent, suggesting that the 
greater confinement associated with the narrow channel de-
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creases the size of the separated zone to the extent that it is 
contained within the narrow region upstream of x = 0. This 
may also place reattachment within the injection holes, which 
are present on the test surface even though zero film flow is 
injected. Also, it should be noted that acceleration levels 
associated with the contracting of the flow into the narrow 
clearance gap are high (Mayle and Metzger, 1982), and are 
higher as Reynolds number increases at constant gap spacing 
and higher for the narrow gap than for the wide gap. The 
degree of suppression of the Nu 0 distributions below ex
pected fully established values appears to increase as acceler
ation increases, suggesting that relaminarization may be a 
factor, but this speculation will need to be examined in 
future work. Also left for future work is the issue of unsteadi
ness and embedded vorticity within the ingested flow, as can 
exist in practice. For the purposes of the present work, Figs. 
11 and 12 represent the no-injection Nu behavior that will be 

used as baselines to compare with cases with injection pre
sent. 

Effect of Injection Rate on Nu,). Figures 13-15 and 16-18 
display the measured effects of sequentially increasing coolant 
injection rates on the spanwise-averaged Nusselt numbers, 
with the M - 0 baseline values represented on each figure 
for reference. The important effect for all parameter combi
nations is the general tendency for convection coefficients to 
increase with increasing injection rate over virtually all of the 
protected surface. The increases for the maximum values of 
M used in the study are in the range of 30-50 percent, and 
this is a significant factor for use of these results in assessing 
the probable effect of film cooling on blade tip thermal 
loading in practice. This injection-induced elevation in con
vection coefficients means that if the film injection tempera
ture is not low enough, relative to the clearance leakage flow 
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temperature, injection can actually increase the thermal load
ing on the tip, opposite to the desired effect. 

The effect of injection rate on Nusselt number near the 
pressure side corner is more complex than the overall simple 
effect discussed above, but does appear reasonably consistent 
across the set of results for each channel height. In Figs. 
13-15 for H/b = 2.5, the lower injection rates apparently 
allow the distribution of initial low N u D values followed by a 
peak to be retained at elevated values over M = 0, but the 
elevation in this zone near the pressure corner is not always 
monotonic with M. For the higher injection rates, M = 0.5 
and 0.9, this pattern is broken and the heat transfer coeffi
cients in the separated flow zone are elevated. In Figs. 16-18 
for H/b = 1.5, the higher M values, particularly for the 
highest velocity flows of Fig. 18, appear to allow the local 
coefficient values to emerge from their suppressed levels 
right at injection, but they return to their suppressed levels 

1 • 1 ' 1 • r 

Re =15000 
m 

H/b=2.5 

10 1 5 2 0 2 5 

x/b 
Fig. 19 Effect of M on spanwise-averaged effectiveness, H/b-
2.5, Rem = 15,000 

almost immediately. In this regard it should be noted that at 
Re„, = 45,000 at M = 0.5 in Fig. 18, N u D is still below even 
the fully developed Colburn values over almost all the test 
surface. 

Effect of Injection Rate on Effectiveness. Figures 19-21 
and 22-24 display the measured effects of sequentially in
creasing coolant injection rates on spanwise-averaged effec
tiveness values for H/b = 2.5 and 1.5, respectively. These 
display essentially expected trends, but establish both the 
maximum values at injection and the decay rates for this 
particular family of configurations. Spanwise-averaged effec
tiveness increases essentially monotonically with increasing 
blowing rate up to M = 0.5. At all cases where the higher 
rate M = 0.9 was included in the test sequence, this rate 
resulted in slightly lower effectiveness near the injection site, 
but higher effectiveness downstream. This behavior is proba-
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bly explained in terms of more separation of coolant jet from 
the surface at small x/b, together with enhanced entrap
ment of the primary stream toward the surface at the edges 
of each film jet. The film subsequently reattaches to the 
surface, and the greater amount of injected coolant provides 
better downstream coverage. An anomalous set of results is 
noted in Fig. 22 for M = 0.1, where effectiveness is unex
pectedly low upstream, and drops off to essentially zero 
almost immediately. This could again be the result of some 
interaction between the injection site and initial entrance 
separation and reattachment, and provides a further reason 
for future more detailed investigation of the behavior right at 
the pressure side corner. 

Effect of Reynolds Number on Effectiveness. Finally, Fig. 
25 shows a set of results displaying the relative independence 

of the spanwise effectiveness values from changes in Reynolds 
number. This is behavior typical of the present results set, 
although close examination of Figs. 19-24 will show that the 
spread of the results with Re„, is sometimes greater than 
shown in Fig. 25. 

Closure 

The results of the study indicate that film injection near 
the pressure-side corner on plane turbine blade tips can 
provide significant protection from convection heat transfer 
to the tip from the hot clearance gap leakage flow. The 
results, for a closely spaced single row of elongated injection 
sites, indicates that injection provides nearly continuous 
spanwise film coverage, and for a high enough blowing rate, 
effectiveness should remain significantly above zero over the 
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entire distance to the suction-side corner. Injection generally 
increases the convection coefficients in a straightforward 
manner over most of the covered surface. The results for the 
smallest clearance spacing investigated indicate some unex
plained trends and complexities that warrant further study, 
but the overall results are in reasonable accord with expecta

tions, and should aid designers in predicting the film cooling 
performance on plane turbine blade tips. 
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Three-Dimensional Flow in a 
Highly Loaded Single-Stage 
Transonic Fan 
Tests have been conducted at DRA Pyestock on a single-stage transonic fan with a 
very high level of aerodynamic loading at the hub. The objective of the tests was 
to survey the flow field in detail, with emphasis on studying the three-dimensional 
viscous aspects of the flow. The test module was highly instrumented. Detailed flow 
traversing was provided at rotor and stator exit, and replaceable stator cassettes 
allowed various types of on-blade instrumentation to be fitted. The test rig and 
instrumentation are described and detailed flow measurements, taken at peak ef
ficiency operation on the design speed characteristic, are presented. These meas
urements, which are supplemented by flow visualization results, indicate the presence 
of a severe endwall corner stall in the stator hub flow field. The fan was modeled 
using the DRA S1-S2 method and these results are also discussed. 

Introduction 
The performance and surge margin of highly loaded, high

speed compressors and fans can be seriously eroded by the 
complex, unsteady three-dimensional viscous flows in the blade 
endwall region and wake regions. Detailed investigation and 
improved understanding of these complex flows are required 
before better numerical models can be developed and validated. 
This will, in turn, lead to improved axial compressor aero
dynamic design accompanied by reductions in engine weight 
and cost. 

The problem is particularly acute in the highly loaded mil
itary style transonic fan where the demand for high pressure 
rise per stage leads to high levels of Mach number with strong 
shocks and severe diffusion requirements. This has particular 
implications for the first stator hub region where the high 
deflection, exacerbated by near-sonic inlet Mach number, can 
lead to the condition known as hub stalling. Here the flow 
separates in the corner regions between the stator suction sur
face and endwall. This phenomenon has been investigated in 
low-speed compressors by Joslyn and Dring (1985), Dong et 
al. (1987), and Schultz and Gallus (1988). However, because 
the task is much more difficult, the endwall flows have not 
been measured with sufficient detail in high-speed (engine rel
evant) compressors and fans. 

The Aerodynamics and Propulsion Department of the De
fence Research Agency (DRA Pyestock) is currently engaged 
in a research program to investigate these problems in a very 
highly loaded single-stage transonic fan known as C148. 350 
hours of testing have been completed on the first build, which 
was extensively instrumented with steady-state and high-fre
quency response instrumentation. This paper introduces the 

extensive test program and analysis and describes the rig and 
instrumentation. Results from extensive traversing with three-
dimensional pneumatic probes are also presented. The meas
urements indicate that severe hub stalling occurs in the stator. 
This is confirmed by oil flow visualization. In addition, the 
results of preliminary modeling of the fan, using the DRA Sl-
S2 method, are presented and discussed in reference to the 
measured flowfield. 

C148 Single-Stage Transonic Fan 
Design Concept. C148 employed the first stage of an ex

isting Rolls-Royce multistage transonic fan. Table 1 lists the 
overall design point parameters along with some relevant di
mensions. Figure 1 illustrates the radial variation of quantities 
defining the aerodynamic duty of the stage. It is clear from 
the above that, although the levels of rotor tip speed, rotor 

Table 1 C148 parameters 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 12, 1993. Paper No. 93-GT-3. Associate Technical Editor: H. Lukas. 

Number of rotor blades 25 
Rotor pitch/ chord ratio (mid span) 0.65 

Number of stator blades 52 
Stator pitch/ chord ratio (mid span) 0.55 

Corrected mass flow (kg/s) 53.3 
Stage pressure ratio 1.807 

Stage temperature rise ratio (AT/T) 0.214 
Stage hub loading (AH/U2) 1.21 

Rotor tip speed (m/s) 442 
Rotor inlet tip diameter (mm) 633 

Stage inlet hub/tip ratio 0.39 
Stage exit hub/tip ratio 0.62 
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Fig. 2 The C148 single-stage transonic fan 

Mach number, and mass flow per unit area are well within 
current engine experience, the aerodynamic stage loading at 
the hub is very high and well in advance of present levels. This 
was a deliberate design intent, setting a very challenging aero
dynamic task exemplified by the near-sonic Mach number at 
inlet to the stator hub and the high diffusion factor (>0.55) 
and high deflection (> 57 deg turning, relative to axial at stator 
exit) required. 

The aerodynamic design of the fan was conducted some 10 
years ago at a time when the computational codes were less 
well developed than today. Therefore, the design may lack the 
refinement that modern computational methods would bring 
to bear on optimizing blade profiles. Nevertheless, it employed 
cubic and parabolic aerofoil sections that more recent S1-S2 
analysis indicate as being acceptable and on a par with the 
best of transonic fans designed at that time. Therefore, on 
account of its challenging aerodynamics, the stage was con

sidered a very appropriate vehicle for investigation of three-
dimensional viscous endwall flows and unsteady flow effects. 

Fan Test Module. The test module (see Fig. 2) has no inlet 
guide vanes and has a 0.63-m-dia rotor at inlet. The rotor has 
no snubber while the stator has an inner shroud ring. The 
running tip clearance of the rotor was less than 1 percent. The 
strongly rising hub line and small rotor-stator gap are notable 
features. The stator angle is adjustable but was fixed at the 
design value during the work described here. The rig is highly 
instrumented and has the flexibility of allowing easy insertion 
and removal of single and twin stator cassettes. These permit 
various types of on-blade instrumentation to be used. The rig 
also has the provision for detailed flow traversing. Radial 
traversing can be conducted at rotor exit employing a stator 
(with a cut-back leading edge) in one of the single stator cassette 
positions. Full area traverses may be conducted at stator exit 
through circumferential traverse slots at 36 and 118 percent 
stator axial chord downstream of the trailing edge. 

Experimental Procedure 
Test Installation and Instrumentation. The CI48 fan was 

installed and tested in the DRA Pyestock compressor test fa
cility. Ambient air was drawn through a silencer and contrac
tion duct before entering a constant-diameter calibrated 
airmeter. The air was then passed to the fan, which was driven 
by an 11 MW steam turbine via a 1.3 ratio step-up gearbox. 
Overall pressure and temperature rise were measured by six 
Pitot rakes and six calibrated Keil thermocouple rakes posi
tioned approximately two axial chords downstream of the sta
tor trailing edge. Alternate pressure and temperature rakes 
were equispaced about the annulus with each rake having nine 
spanwise measuring points. Clearly, the measurement of de
livery pressure and temperature at only six circumferential 
stations provides a source of uncertainty when quantifying the 
fan performance. This is a particular concern in C148 where, 
as will be shown in this paper, the flow is highly distorted at 
stator exit and the losses are not fully mixed out upstream of 
the rake measurement plane. However, both sets of rakes were 
indexed across one stator pitch. 

Compressor rotational speed was measured, along with drive 
shaft torque, by a phase-shift torquemeter. The air left the fan 
in a single stream and discharged, via an annular duct, into 
an exhaust collector. It then passed via a hydraulically operated 
(butterfly) throttle valve through a silencer to atmosphere. 

Various instrumented stators were inserted during the test 
program. Single stators each with 10 leading edge Pitots or 
Keil thermocouples were used to measure the absolute total 
pressure and total temperature at exit from the rotor. 

Traverse Probes and Calibration. Several probes were em
ployed to measure the three-dimensional flows in C148. Some 
of these have been reported by Cherrett et al. (1992). The 
current paper concentrates on measurements taken with two 
probes, a four-hole wedge design similar to that described by 
Heneka (1983) and Bubeck and Wachter (1987) and a pyramid 
probe similar to that reported by Shepherd (1981). Both probes, 
which are shown in Fig. 3, have been traversed at stator exit 
with their sensing heads at the 36 percent (stator chord) down
stream plane. The four-hole wedge probe has a triangular cross 
section with an included angle of 25 deg and a true chord of 
5.6 mm. This cross section is maintained for a height of 25 
mm before blending into a 6.4-mm-dia support stem. This 
arrangement was chosen in an attempt to minimize the aero
dynamic interference of the stem. The bottom face of the 
sensing head is inclined downward by 20 deg to the horizontal 
and provided with a static pressure tapping to facilitate pitch 
angle measurement. All of the probe static tappings are 0.5-
mm-dia holes drilled perpendicular to the probe surfaces. 

The pyramid probe has a sensing head shaped like the frus-
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Fig. 3 The pyramid and four-hole wedge probes Fig. 4 The C148 transonic fan performance characteristic 

turn of a three-sided pyramid, with faces at 45 deg. The three 
static pressure holes are positioned on a pitch circle diameter 
of 3.0 mm around the central axes of the probe. All of the 
static tappings were forward facing rather than being perpen
dicular to their respective pyramid faces. The sensing head was 
mounted on a sting 41 mm upstream of the probe support 
stem to reduce probe blockage. Two versions were manufac
tured: one with a horizontal sting for surveying the outer span 
region and one inclined downward by 15 deg to match stator 
hub annulus geometry. Only measurements taken with the 
inclined probe are presented in this paper. 

All of the three-dimensional probes used on C148 were cal
ibrated for the effects of Mach number, yaw angle, and pitch 
angle in the Transonic Cascade Test Facility at the Whittle 
Laboratory, Cambridge University (Gostelow and Watson, 
1976). The test section was fitted with a two-dimensional tran
sonic nozzle with perforated upper and lower walls similar to 
that developed by Baines (1983). The probes were calibrated 
at a Reynolds number of 55 x 103 (using the probe sensing 
head diameter of 3.5 mm as the characteristic length). This 
corresponded to the Reynolds number at C148 stator exit. The 
calibrations covered the Mach number range between 0.2 and 
0.9 and yaw and pitch angle ranges of ±35 deg (as described 
by Cherrett et al.). 

When used in CI48, the probes were traversed at a fixed 
yaw angle setting. No attempt to null the probes into the flow 
was made, although the fixed traversing angle was chosen to 
be close to that expected at the corresponding operating point. 
The algorithm used by Dominy and Hodson (1992) was em
ployed to derive stagnation pressure, static pressure, yaw angle, 
and pitch angle from the four probe pressures. 

Measurement Accuracy. At rig inlet, pressure was meas
ured to better than 0.1 percent, temperature to better than 
±0.5 K, and mass flow to better than ±0.5 percent. However, 
accurate pressure and temperature measurement in the highly 
unsteady and distorted flow downstream of high-speed tran
sonic fans is problematic. A complex array of factors gives 

rise to measurement uncertainty, which, in practice, is difficult 
to quantify. While a rigorous audit of measurement uncertainty 
has not been carried out for the CI48, confidence in down
stream pressure measurements can be gained from comparing 
data taken with a wide range of probes coupled to different 
measurement systems. Downstream of the stator, area-aver
aged total pressure measurements at midheight were found to 
agree to better than ±0.8 percent of the delivery pressure 
(Cherrett et al.). Similarly, angle measurement uncertainty was 
found to be better than ±0.5 deg. A similar rationale cannot 
be used to quantify temperature measurement uncertainty due 
to the limited number of measurement sources available. How
ever, as individually calibrated thermocouples were used in 
association with empirically derived recovery factor correc
tions, the CI48 temperature measurements are thought to be 
representative of current recommended procedure. 

Results 
Overall Performance. The overall performance character

istics of CI48 are shown in Fig. 4 for nondimensional speeds 
between 70 and 100 percent of design. A wide flow range was 
achieved, particularly at up to 95 percent speed and the fan 
stable operating limit was well defined at all speeds. The en
velope of maximum isentropic efficiencies fell sharply above 
95 percent speed. (The efficiencies shown in Fig. 4 are based 
on temperature rise measurements.) The detailed flowfield 
measurements presented in this paper were taken at the peak 
efficiency operating point (A) and near-surge point (C) on the 
design speed characteristic and at the peak efficiency point (B) 
on the 80 percent speed characteristic. These are shown in 
Fig. 4. 

Fan performance at the design speed, peak efficiency, op
erating point was modeled using the DRA SI-S2 system (Cal
vert, 1991). This system couples an essentially inviscid 
throughflow (S2) calculation to an inviscid-viscous blade-to-
blade (SI) calculation. Iteration between the SI and S2 cal
culations produces an axisymmetric quasi-three-dimensional 
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model of the compressor/fan. The system models shock waves 
and blade boundary layer development and predicts their loss 
contributions. End wall boundary layer blockage and loss are 
modeled by empirical inputs based on previous experience. 
The system has been used, with considerable success, to design 
and analyze compressors and fans in the United Kingdom. 
Calvert (1991) gives a fuller description of the method and 
presents details of its application to a wide range of test cases. 

The primary inputs to the system are inlet stagnation pressure 
and temperature, exit flow function (m\IT/P), rotational 
speed, and compressor geometry. The values used to set up 
the model were taken from the overall performance measure
ment shown in Fig. 4. The predicted performance is also shown 
in Fig. 4, and is seen to agree reasonably well with the measured 
pressure ratio and mass flow. However, the predicted efficiency 
is 3.5 percent higher than the measured value of 83.1 percent. 

At this point it is to be noted that the S1-S2 system was 
used as a preliminary analysis tool for the work reported here. 
The model could have been tuned to provide more realistic 
modeling of the compressor performance by attempting to 
model hub endwall blockage more realistically using meas
urements taken in C148. However, this was not attempted 
because it was felt that three-dimensional viscous modeling of 
the flow was required in future work. 

Rotor Exit Measurements. Figure 5 shows spanwise dis
tributions of absolute total temperature ratio, total pressure 
ratio, and efficiency at rotor exit. Included in this figure are: 
the spanwise variations intended in the design; the measured 
variation (using stator leading edge mounted Pitots and Keil 
thermocouples); the variation predicted by the S1-S2 model. 

Qualitative comparison of the measurements with the design 
intent and SI-52 prediction gives insight into the rotor per
formance. Reasonable agreement is found between the design 
intent and the measurements over much of the span. However, 
between the hub (0 percent) and 30 percent span, there is a 
marked disagreement between design intent and measured ro
tor exit flow. A localized "tongue" of high-pressure fluid is 
measured and predicted by the S1-S2 model. It is thought that 
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5 
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i 
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Fig. 6 C148 stator exit flow field 

the reason for this departure from design intent is due to 
shortcomings in the deviation corrections used when the rotor 
was designed in the early 1980s. 

The S1-S2 prediction does not compare well with the con
sensus achieved between the design intent and measured flow 
between 30 and 60 percent span. This is due to a very severe 
predicted boundary layer separation at the 40 percent span 
calculating plane. In reality such behavior is relieved by three-
dimensional redistribution of the flow. Total temperature pre
diction near the endwalls does not compare well with meas
urement indicating that endwall loss distribution input to the 
model needs modifying. 

Stator Exit Measurements. Figure 6 shows similar infor
mation to that given in Fig. 5 only at stator exit. The meas
urements in this case are derived from the six Pitot and six 
thermocouple rakes situated approximately two chords down
stream of the stator trailing edge. In addition, total pressure 
measurements taken with the four-hole wedge probe at 36 
percent axial stator chord downstream are shown. This has 
been determined by circumferentially averaging full area trav
erse measurements over one stator pitch. Qualitative differ
ences between this and the rake measurements are due to 
stream wise mixing of the fluid in the intervening duct. 

In general the measurements show fair agreement with the 
design intent over much of the span. The good agreement found 
in the stator hub region is somewhat surprising given the dis
agreement at rotor exit. The S1-S2 model again predicts a 
tongue of localized high pressure fluid at the hub and does 
not model the high loss found in this region of the flow in 
reality. This discrepancy arises because the high loss region is 
fundamentally three dimensional in nature, and as such it 
cannot be modeled adequately by the S1-S2 method. This 
becomes clear from consideration of the stator exit traverse 
measurements shown in Fig. 7. 

The data in Fig. 7 were taken from a full area traverse with 
the four-hole wedge probe. Total pressure, Mach number, yaw 
angle, and pitch angle are shown. In this figure the stator is 
viewed from behind looking upstream. Positive yaw angle is 
in the same sense as rotor rotation (i.e., clockwise in Fig. 7) 
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Fig. 7 Stalor exit traverse measurements 

and positive pitch angle is radially outward from the hub. A 
schematic view of the four-hole wedge probe is included at the 
same scale as the annulus. 

The measurements show that the stator hub region of the 
flow is dominated by an endwall corner stall. This produces 
a high loss (low pressure) region that extends up to 25 percent 
span. The reduced passage area, due to the blockage caused 
by this phenomenon, induces a high Mach number jet of fluid 
between the separated flow and the pressure surface of the 
adjacent stator blade. This is undoubtedly exacerbated by the 
excess pressure at stator inlet induced by the off-design per
formance of the rotor. 

Large velocity gradients and high unsteadiness levels are 
associated with the shear layer that separates the high loss and 
high-pressure regions of the flow. Such conditions make ac
curate intrusive measurements with traverse probes difficult. 
However, it is clear that the flow is highly three dimensional 
in this region and that large variations of yaw and pitch angle 
are recorded. Away from the hub region the stator wakes are 
observed to thicken with increasing span. In addition, there is 
evidence of an endwall corner separation at the casing, al
though it is far less pronounced than at the hub. 

Stator Surface Flow Visualization. The surface flow char

acteristics were investigated using a fluorescing dye technique 
similar to that used by Hodson and Dominy (1987). Mono
chrome pictures of the colored oil flow patterns on the pressure 
and suction surfaces are shown in Fig. 8. This illustrates that 
on the aerofoil pressure surface the flow is essentially two-
dimensional and streamline (but with strong annulus geometry 
induced radial components). On the suction surface, there is 
evidence of a strong separation in the hub-endwall/suction 
surface corner extending from about 20 percent chord to the 
trailing edge. This extends to about 25 percent of span, which 
is consistent with the stator exit traverse measurements. A less 
pronounced separation appears to occur at the casing end of 
the blade, which again supports the traverse probe measure
ments. By using different colored dyes on the aerofoil and 
endwall surfaces, the flow patterns showed that there is sig
nificant migration of flow from the endwall into the separated 
regions. Also there is some evidence of vortex action reminis
cent of the passage vortex in the turbine nozzle guide vane 
cascade of Dominy and Harding (1989), "scrubbing" a path 
over the separation zone and then migrating up the trailing 
edge of the blade, where the flow may be separating. Evidence 
to support this latter hypothesis is contained in the high values 
of boundary layer shape factor (over 5) close to the trailing 
edge produced by the S1-,S2 calculations. 
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The Effect of Compressor Operating Point. Figure 9 shows 
Mach number measurements taken with the sting-mounted 
pyramid probe at three compressor operating points; i.e., 80 
percent speed (peak efficiency—condition B), 100 percent speed 
(peak efficiency—condition A), and 100 percent speed (near-
surge—condition C). It is clearly evident that the endwall 
corner separation increases greatly in size as stator diffusion 
is increased in moving from the 80 percent speed to 100 percent 
speed characteristic. A further significant growth in extent of 
the separation is seen as diffusion is further increased in moving 
to the near surge condition. The Mach number deficit within 
the separation also becomes deeper. Moving from peak effi
ciency to near surge on the 100 percent speed characteristic 
sees the high Mach number jet between adjacent separations 
become more compressed with increasing separation size. 
However, the peak Mach numbers attained are not seen to 
increase accordingly, because of the reduction in axial velocity 

PRESSURE SURFACE SUCTION SURFACE 
Fig. 8 C148 stator flow visualization 

through the fan with increasing loading. Good quantitative 
agreement is observed between the wedge probe measurements 
(in Fig. 7) and the pyramid probe, at design speed peak effi
ciency operation, in the inviscid core flow of the passage. 
Measurements in the viscous flow regions are in good quali
tative agreement although the lowest Mach numbers recorded, 
by both probes, in the wake and corner separation differ. 

Discussion 
Clearly, the very pronounced viscous flow features measured 

in the stator exit flow field create significant difficulties for a 
theoretical method to predict accurately. The S1-S2 method, 
which assumes that local flows are essentially two dimensional, 
coped adequately with the rotor exit flow but was unable to 
model the stator hub region adequately. To model the stator 
flow, it is apparent that the better physical modeling offered 
by three-dimensional Navier-Stokes methods needs to be ap
plied in future work. 

The complexity of the three-dimensional flow features and 
the strong velocity gradients occurring in the exit flow make 
accurate measurements by pneumatic probes very difficult, 
particularly close to endwalls. This points to the need for 
developing smaller probes and making corroborating meas
urements using nonintrusive techniques such as laser ane-
mometry and particle image velocimetry (PIV). However, while 
the fine detail of the flow (particularly flow angles) varied 
significantly, the overall qualitative and quantitative agreement 
achieved between the measurements made at stator exit using 
different types of traverse probe (not presented here) gives 
confidence in their quality and their value to CFD code de
velopment. 

Clearly, the highly three-dimensional and viscous flow field 
identified at exit from the stator makes the aerodynamic task 
of a downstream second stage extremely difficult. Future work 
will investigate and then test an improved aerodynamic design 
of first-stage stator with the objective of ameliorating the hub 
stall problem. 

Conclusions 
Complex, unsteady viscous flows limit the performance of 

highly loaded transonic compressors. DRA is carrying out a 
program to investigate such flows in a single-stage transonic 
fan known as CI48. Build 1 of CI48 has been tested extensively 
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Fig. 9 The effect of compressor operating point on endwall corner separation growth (Mach number plots 
are shown) 
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in the compressor test facility at DRA Pyestock. The rig was 
comprehensively instrumented and a wide range of steady and 
unsteady flow measurements have been carried out that will 
provide a data base for current and future code development. 
In the current paper some steady-state measurements of the 
rotor and stator exit flow fields have been presented as well 
as stator surface flow visualization. These results have been 
compared with an SI-52 prediction of the fan flow field at 
the nominal design condition. Major conclusions are as fol
lows: 

1 At rotational speeds up to 100 percent corrected speed 
the fan operates over a wide stable flow range, with the limit 
of stability sharply defined at all speeds. At design speed, peak 
efficiency, the SI-S2 model agreed well with the measured 
mass flow and pressure but predicted isentropic efficiency was 
3.5 percent greater than measured. 

2 The rotor was found to produce greater total pressure 
rise than intended by design between the hub and 35 percent 
span. This localized excess of total pressure was also predicted 
by the S1-S2 model indicating that two-dimensional phenom
ena, rather than three-dimensional viscous phenomena, were 
responsible for this behavior. 

3 Stator exit area traverse measurements show that the 
stator hub region is dominated by an endwall corner separa
tion. The resulting high loss region reduces the passage area 
and induces a high Mach number region of flow between the 
corner separation and the pressure surface of the adjacent 
stator blade. Confirmation of this behavior has been given by 
oil flow visualization. 

4 The inability of the S1-S2 method to model adequately 
the flow in the stator hub region emphasizes that the endwall 
corner stall is a fundamentally three-dimensional phenomenon, 

5 Further measurements and analysis will be reported in 
subsequent papers. 
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Measurements of the Flow Field 
Within a Compressor Outlet Guide 
Vane Passage 
A series of tests have been carried out to investigate the flow in a Compressor Outlet 
Guide Vane (OGV) blade row downstream of a single-stage rotor. The subsequent 
flow field that developed within an OGV passage was measured, at intervals of 10 
percent axial chord, using a novel design of miniature five-hole pressure probe. In 
addition to indicating overall pressure levels and the growth of regions containing 
low-energy fluid, secondary flow features were identified from calculated axial 
vorticity contours and flow vectors. Close to each casing the development of classical 
secondary flow was observed, but toward the center of the annulus large well-defined 
regions of opposite rotation were measured. These latter flows were due to the 
streamwise vorticity at inlet to the blade row associated with the skewed inlet profile. 
Surface static pressures were also measured and used to obtain the blade pressure 
force at three span wise locations. These values were compared with the local changes 
inflow momentum calculated from the measured velocity distributions. With the 
exception of the flow close to the outer casing, which is affected by rotor tip leakage, 
good agreement was found between these quantities indicating relatively weak radial 
mixing. 

Introduction 
In the continuing quest for increased power plant perform

ance, considerable attention is being focused on ways of im
proving component efficiency. This means that manufacturers 
must investigate in greater detail the aerodynamic processes 
taking place within the engine both by measurements and 
through the development and utilization of sophisticated three-
dimensional design techniques. In the case of a compressor, 
for example, all the flow mechanisms occurring within the 
rotor and stator blade passages must be fully understood and 
included in the design process. With this aim in mind an ex
perimental investigation has been carried out to establish the 
detailed performance of an Outlet Guide Vane (OGV) stator 
row, which is incorporated within a single-stage axial flow 
compressor. 

A substantial amount of data obtained from compressor 
cascade tests has already been reported by a wide variety of 
authors (e.g., Lieblein [1]), which provides a baseline for the 
influence of such parameters as blade profile, camber, stagger 
angle, etc., on overall blade row performance. From these 
numerous investigations consideration has also been given to 
the flow mechanisms that occur within a blade passage. For 
example, Gostelow [2] describes how streamline curvature at 
the center of a blade passage represents a balance between 
centrifugal forces (pV2/rs) and the pitchwise pressure gradient 
between the blade suction and pressure surfaces. By incor-
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porating a more representative inlet profile with wall boundary 
layers, it has also been shown how the pitchwise pressure gra
dient prevails through these shear layers, so that the lower 
velocity ( V) of this fluid results in differing amounts of stream
line curvature (rs). The resulting relative movement of flow, 
from pressure to suction surface, close to each casing has 
therefore been noted and described by many authors (e.g., 
Horlock [3]), and in this paper it is termed the classical sec
ondary flow effect. However, simple two-dimensional cascade 
tests cannot fully simulate the flow conditions to a stator row 
that are provided by a rotor in which the following features 
are present: 

(«') i.e., a skewed inlet 

(«) 

(Hi) 
(iv) 
(v) 

Radial variation of incidence, 
boundary layer 
High levels of turbulence and unsteadiness associated 
with rotor blade wakes 
Rotor tip leakage fluid 
Thick and often asymmetric wall boundary layers 
Radial pressure gradients. 

Several authors have reported tests conducted on a stator 
blade row downstream of a rotor, although measurements have 
been limited to blade inlet and exit planes. In the case of Joslyn 
and Dring [4], flow visualization and pressure probe meas
urements indicated that if a hub corner stall is present, this 
can dominate the flow field and have a significant impact on 
loss, deviation, and blockage. An ethylene tracer gas was in
jected at stator inlet by Gallimore and Cumpstey [5] who in
ferred secondary flows, fluid migration, and turbulent diffusion 
from the location of this gas at the exit of the blade row. These 
measurements were performed in the third stage of a four-
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Fig. 1 Experimental facility—general layout 

stage axial compressor and they concluded that while secondary 
flows may be responsible for a significant circumferential 
transport of fluid, mixing in the radial direction was dominated 
by turbulent diffusion. In addition to a tracer gas, Wisler et 
al. [6] also used hot-wire anemometry to measure velocities 
and turbulence intensities at the exit of a third-stage stator 
row. This work also confirmed the importance of secondary 
flows and turbulent diffusion, although close to each casing 
(r„ < 0.2 and r„ > 0.8) the authors concluded that secondary 
flows may also affect the radial mixing of fluid. 

The present paper reports on the results of traverses per
formed within an OGV blade row downstream of a rotor. 
Since data were acquired with mean pressure probes and sur
face tappings only, no information on flow turbulence is avail
able. However, a detailed qualitative description of the mean 
pressure and velocity fields within the OGV passage is given. 

Experimental Facility 
A comprehensive description of the experimental facility has 

0.12C 

Traverse planes 
Rig centreline 

Planet 0.21CM upstream of OGV IVEdge 
Plane la 0.12CM upstream of OGV L/Edge 
Plane 2 0. lOC^ downstream of OGV T/Edge 

Fig. 2 Experimental facility—working section 

already been given by Stevens and Young [7], Air is drawn 
from atmosphere into a plenum chamber prior to passing 
through a honeycomb flow straightener sited upstream of a 
long annular entry length (Fig. 1). This is followed by the 
working section (Fig. 2), which contains the rotor and fully 
shrouded stator blades, both of which are of constant axial 
chord from hub to tip. The blade geometry and aerodynamic 
test conditions are summarized in Table 1. A 45 kW DC motor 
is used to drive the rotor at a constant nondimensional op
erating speed (N/y/T) of 117.8, this corresponding to a rotor 
speed of 2000 rpm at a reference inlet temperature of 288 K. 
The speed is controlled by a thyristor drive unit to within ± 3 
rpm of a given setting. Sited immediately downstream of the 
OGVs is a single-sided diffuser, area ratio 3.06, with the outer 
wall diverging at an angle of 7.0 deg. At diffuser exit the air 
is dumped into an exhaust plenum from which it is discharged 
to atmosphere via a throttle. 

Measurements were mainly obtained using miniature five-
hole pressure probes of overall diameter 1.7 mm, hole bore 
0.25 mm, and were used in a nonnulled mode as outlined by 
Wray [8]. Inlet conditions were obtained from two traverse 

Nomenclature 

C = 

cn = 

N 
P,P 

OGV 
r 

n 
rB 

r„ 

blade true chord 
blade axial chord 
static pressure rise coeffi
cient = (p2 - fix)/(Pi 
-Pi) 
rotor speed, rpm 
total, static pressure 
outlet guide vane 
radius measured from rig 
centerline 
inner casing radius 
outer casing radius 
nondimensional annulus 
height = (r - n)/(r0 

- n) 
radius of flow streamline 
curvature 

T = temperature P = pitch (circumferential) 
V = velocity average 
a = flow angle relative to axial 

direction (Fig. 3) Subscripts 
7 = yaw angle relative to blade n = coordinate perpendicular to 

camberline streamwise direction 
8 = angle m = blade midspan location 
\ = loss coefficient = (Px - s = coordinate in streamwise 

p^m - PI) direction, parallel to blade 
p = density camber line (Fig. 3) 
T = blade pitch z, r, ax = coordinates in the rig tan
Q = vorticity gential, radial, and axial 

directions 
Superscripts 1,2 = traverse plane upstream/ 

= area average downstream of blade row 
= mass-weighted average (Fig. 2) 
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Table 1 Midspan blade geometry and design conditions (free vortex 
blading) Camber line 

Mean radius 405.9mm 
Hub/Tip radius ratio 0.88 
Mass flow 5.4Kg/s 
Rotor 
Rotor speed 2000rpm 
Flow coefficient (<|>) 0.425 
Tip clearance/blade height 1.0% 
OGV 
Blade inlet angle 41° (relative 
Blade outlet angle -8° (relative 
Estimated deviation 8° 
Design incidence 0° 
Stagger angle 16.5° 
True chord 53.9mm 
Re 1.8xl05 

Nos. of blades 92 
Profile C5 
Camber line Circular arc 
Thickness/chord ratio 0.1 
Space/chord ratio 0.515 
Diffusion factor 0.41 

stations located at 21 and 12 percent of the OGV axial chord 
upstream of the OGV leading edge but downstream of the 
rotor (Fig. 2). A traverse station at 10 percent axial chord 
downstream of the OGV trailing edge provided information 
on blade exit conditions. The carrier ring containing the 
shrouded OGVs could be rotated over two blade spaces and 
this, combined with radial movement of the instrumentation 
probes, allowed a full area traverse to be performed. The 
downstream flow conditions were defined from 42 radially 
spaced data points recorded at each of 21 circumferential lo
cations spaced over one blade pitch. Traversing between the 
stator blades was accomplished using a probe constructed in 
such a fashion as to follow the mean blade camber line (Fig. 
3), the 1.7 mm probe tip representing less than 0.5 percent of 
the area at each axial plane within the OGV passage. The probe 
was mounted within the facility approximately one blade chord 
downstream of the OGVs and an externally mounted manual 
traverse mechanism provided radial movement via a small shaft. 
In this way flow leakage through the outer casing was virtually 
eliminated. Flow conditions at eleven equispaced chordwise 
intervals (Fig. 3) were defined from 12 radially spaced data 
points at 11 circumferential locations. Information on the blade 
surface pressure distribution was given by static tappings at 
10, 50, and 90 percent annulus height for six chordwise lo
cations on both the pressure and suction surfaces. 

Data Reduction 
At each traverse point, five hole probes provide information 

on total and static pressure in addition to velocity magnitude 
and direction. The overall mean velocity at a traverse plane is 
calculated using an area weighting method, whereas other mean 
quantities such as total and static pressures are derived from 
mass weighting of the data. For radial distributions of pitch-
averaged quantities, this weighting is performed in the pitch-
wise (i.e., circumferential) direction only. All flow angles pre
sented are derived from the mass-weighted tangential and area-
weighted axial velocity components as outlined by Dring and 
Spear [9]. It should be noted that all these averaged quantities 
were derived by numerical integration of the data to which 
had been fitted a spline curve. Furthermore, a linear extrap
olation of the static pressure was performed to casing and 
blade surfaces with the velocity at these locations being set to 
zero. 

Vorticity contours are used to identify the presence, location, 
and relative strength of secondary flow features within the 

Fig. 3 Data acquisition within the OGV passage 

OGV passage. Only axial vorticity values are presented on 
planes of constant axial location, these values being given by: 

(1) 

On 

or r 
1 dVr 

r 86 

i reduces to 

dVz dVr dVz dVr 
x dr m dr dz 

(2) 

where z is the coordinate in the circumferential direction. At 
a given location, gradients for each velocity component are 
derived by fitting a three-term lagrange polynomial both in 
the radial and circumferential directions from which the axial 
vorticity is calculated. It should be noted that the axial vorticity 
(Qax) includes contributions from both the streamwise com
ponent (fis) and the vorticity component (Q„) perpendicular to 
the mean flow direction (Fig. 3). The relative contribution of 
these components depends on the angle of the mean flow to 
the axial direction (a). 

Over one blade pitch, the tangential and axial momentum 
of the flow upstream and downstream of the blade row and 
within the OGV passage is calculated using the method outlined 
by Dring [10]: 

Mm 

M7 

T „ - (p" + pKxK)dr 

Tm-rlPKcfyrdr 

(3) 

(4) 

At a given span wise location, the change in flow momentum 
is compared with the axial and tangential force on the stator 
blades. These forces are calculated at 10, 50, and 90 percent 
span from the measured surface static pressure distributions. 
Since the skin friction force is relatively small, these pressure 
forces are representative of the forces being applied to the flow 
at that radial location. 

Estimate of Experimental Errors 
At a given data point the experimental accuracy is influenced 

by: 
((') the spatial error associated with the finite distance be

tween the five holes on the probe tip; this was eliminated 
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Table 2 Mass flow errors 

a) within OGV passage (relative to passage mean value) 
Axial Chord: 0.% 10.% 20.% 30.% 40.% 50.% 
Error: -0.2% +2.1% +2.7% +1.6% +1.7% +1.6% 
Axial Chord: 60.% 70.% 80.% 90.% 100.% 
Error: +0.5% -0.7% -1.8% -3.3% -4.3% 

b) overall (relative to plane 1) 
Plane 1 (reference) 0.0% 
within the OGV passage (Mean value) -4.8% 
Plane 2 -0.3% 

by radial and circumferential interpolation of the side 
pressures onto the central measurement hole [8]. 

(H) the proximity of the casing and blade surfaces to a 
measurement location; and 

(Hi) recording of the pressure signals via transducers and an 
analogue-to-digital converter. 

Young [11] estimates that the aforementioned sources of 
error mean that total and static pressures are accurate to within 
2 percent of the inlet dynamic head, with flow angles being 
measured to within 2 deg of their true value. 

Since the interblade traverse probe followed the blade cam-
berline, bending due to aerodynamic loading was not thought 
to be a significant problem. However, of some concern with 
these measurements was the presence of interference effects 
when the probe was located far into the blade passage. This 
may be indicated by differences in the mass flow recorded at 
each traverse plane (Table 2a), and a trend clearly exists of 
lower mass flows being recorded in the latter stages of the 
passage. However, since all values are within 4.3 percent of 
the mean, it is thought that such effects, although present, do 
not invalidate the test results. It should also be noted that the 
average mass flow derived from the interblade traverse data 
is 4.8 percent less than that recorded at plane 1 (Table 2b). 
This may be due to probe blockage effects, but also of sig
nificance will be the errors associated with the extrapolation 
of data to the blade surface. This is because the instrumentation 
probe could not touch these surfaces at certain chordwise sta
tions. For this reason no quantitative performance figures (e.g., 
total pressure loss, static pressure rise coefficients, etc.) are 
quoted for the interblade traverse measurements due to lack 
of data in high loss regions close to each blade surface and 
end wall. 

Results and Discussion 

Inlet Conditions. Measurements were made at two traverse 
stations in the space between the rotor and stator blade rows, 
the axial velocity distributions (Fig. 4) illustrating the sheared 
nature of the flow in this region. OGV incidence is represented 
by the difference between the flow and blade inlet angles, with 
relatively high values being recorded close to each casing while 
incidence is negative in the central region of the passage (0.2 
< r„ < 0.7). Stevens and Young [7] present distributions of 
rotor incidence and deviation, which indicate that close to the 
outer wall, the large flow angles may be attributable to a rotor 
tip stall caused by the combined effects of tip leakage and 
localized high incidence. Furthermore, since rotor incidence 
at the hub and tip is comparable, it therefore follows that the 
inferior flow behavior close to the outer wall must be due to 
the influence of tip leakage flows. 

Comparison of the data recorded at each upstream traverse 
plane indicates the change in axial velocity and flow incidence 
with downstream location, this being particularly noticeable 
close to the outer wall where axial velocity increases and in
cidence decreases. This is further confirmed by the data at the 
OGV leading edge, although the validity of the measured values 
adjacent to the end walls is thought questionable since they 
do not follow the trend for the overall distribution at this 
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Fig. 4 Axial velocity and flow angles at OGV inlet 

plane. However, differences between the measured distribu
tions at all three planes reflect the decay of flow swirl, due to 
viscous effects, downstream of the rotor stage and means that 
actual OGV incidence is dependent on the rotor-stator axial 
spacing. Cascade predictions outlined by Stevens and Young 
[7] suggest a stalling incidence of about 14 deg for this blading 
and on this basis OGV stall might be expected in very localized 
regions near the end walls. 

Overall Performance. The overall performance of the OGV 
blade row has already been described in detail by Stevens and 
Young [7]. The stator blades are not highly loaded and the 
total pressure loss (X) of 0.083 and static pressure rise coef
ficient (C/,) of 0.418 are in good agreement with published 
empirical correlations. The mean flow deviation angle of 11 
deg was derived from measurements downstream of the OGVs 
(plane 2) and compared with an 8 deg estimated value based 
on two-dimensional cascade correlations. Axial velocity con
tours [7] at this same location also indicate no significant 
regions of flow separation within the blade passage. This was 
also confirmed by small wool tufts observed through the Per-
spex casings and through an endoscope located downstream 
of the blade row. These tufts were attached to both end walls 
and on the blade surfaces at five chordwise locations for each 
of six spanwise positions. 

The pitch (circumferentially) averaged axial velocity profiles 
indicate the radial distribution of mass flow and comparison 
of the profiles upstream and downstream (planes 1 and 2) of 
the OGVs shows a radially outward movement of fluid across 
the stator row (Fig. 5a). Differences between the upstream 
(plane 1) and OGV leading edge (0 percent chord) profiles 
show that some of this redistribution occurs within the intense 
mixing region immediately upstream of the OGV blade row, 
as has already been discussed. Between the OGV leading and 
trailing edges the axial velocity profiles also indicate a change 
in flow distribution (Fig. 5b). This occurs at a reasonably 
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Fig. 5 Radial variation of axial velocity 

uniform rate throughout the blade passage, although slightly 
higher rates of change occur within the first and last 10 percent 
regions of the passage. 

Blade Passage Flows. Measurements were made at inter
vals of 10 percent axial chord, but for the sake of brevity relief 
maps of passage velocity, stagnation, and static pressure are 
presented at 20 percent chord intervals only. The experimental 
data grids from which these distributions have been derived 
are indicated by the vector plots to be presented later. However, 
for reasons of clarity, an interpolation of the data was per
formed in order to produce a large number of nodes on the 
surface of each map. In addition, the proximity of the meas
ured data to each blade surface and endwall is indicated by 
the bold lines, and a linear extrapolation of this data is per
formed to generate the nodes adjacent to each surface. 

Static Pressure. As would be expected in a diffusing pas
sage, there is a static pressure rise (Fig. 6) and a corresponding 
reduction in the overall mean velocity (Fig. 7) through the 
blade row. However, these changes are not progressive since 
over the first 30 percent of the passage any diffusion caused 
by the change in swirl is approximately balanced by the reduced 

Journal of Turbomachinery 

Fig. 6 Static pressure distributions within the OGV passage 

Fig. 7 Velocity distributions within the OGV passage 

area as the blade thickness increases to its maximum value. It 
is only downstream of this location that significant changes 
occur in the average static pressure and velocity levels. The 
pitchwise gradients of static pressure and velocity through the 
passage reflect the different velocities on the blade passage 
and suction surfaces, the resulting pressure gradient causing 
the mean flow to approximately follow the blade camber line. 
In addition, over the first 30 percent of the blade chord a 
positive radial pressure gradient is discernible, the pressure 
increasing with radius. This gradient is necessary to maintain 
radial equilibrium of the swirling flow, the gradient therefore 
decreasing as the swirl is progressively reduced through the 
passage. 

The pitchwise static pressure gradient is also indicated by 
the difference between the static tapping values on the blade 
suction and pressure surfaces (Fig. 8). In addition, a linear 
extrapolation of the five-hole probe data to each surface allows 
a comparison between these measurements. Agreement be
tween the two independent sets of data is good, the only sig
nificant discrepancy occurring between 20 and 40 percent chord 
on the blade suction surface. The five-hole probe data suggest 
the presence of a suction surface bubble, but this was not 
confirmed with wool tufts. Instead, examination of the data 
revealed that the anomaly was most likely associated with the 
extrapolation of the five-hole probe data to the blade surface 
since it is in this region where the gradient in static pressure 
is strongest. A smaller effect is thought to be the presence of 

JANUARY 1995, Vol. 117/33 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



-1.0 

-0.8 

-0.6 

-0.4 

, 3 - -0-2 

X -o.o 
• 

a. 

w 0.2 

0.4 

0.6 

0.8 

1.0 

—!—!—'—i—!~~I—!—r -

Hallow symbols.-. 5 hole probe, data 
Solid symbols - surface tappings : 

Pressure siiiface 
- A 

• o rn=.a.i 
. l ;P.ri=.0,.5. 
A A r=0.9 

. . . . . . . n • • • . • 

I i L _L J_ 

0.0 20. 40. 60. 80. 100 

Axial chord (%Cax) 

Fig. 8 Blade surface static pressure distributions 

the probe, its influence on measured static pressure being great
est in this region of minimum flow area. 

Total Pressure. Over a significant proportion of the an-
nulus, the stagnation pressure at 0 percent chord is uniform 
but near the outer wall a noticeable decrease in total pressure 
occurs (Fig. 9). This is due to the effects and mixing out of 
tip leakage flows and although not presented here, the distri
bution at 10 percent blade chord indicates a continuing decrease 
of total pressure. These effects are thought to give a significant 
contribution to the radial redistribution of fluid noted earlier. 
Farther downstream the low-pressure region close to the outer 
wall can still be observed, but comparison of the distributions 
at 20 and 100 percent axial chord shows that its prominence 
decreases. This is particularly the case midway between blades 
and close to the blade pressure surface, and is probably due 
to radial redistribution of fluid. The total pressure distribution 
also indicates losses associated with the casing boundary layer, 
with localized regions of low-energy fluid being observed in 
the corners formed by the suction surface and end wells. These 
can be observed at the 20 percent chord location and grow 
progressively in the chordwise direction, correlating well with 
the velocity distributions. In addition, midway between the 
blade surfaces near the inner wall, a region of lower velocity 
and total pressure develops that is still present at the 100 percent 
chord position. The higher rate of change of the pitch-averaged 
velocity profile over the last 10 percent chord, near the inner 
wall, that was noted earlier (Fig. 5b) is thought to be associated 
with the presence of this region but from the data available it 
is not known why this feature occurs. 

These observations agree with the radial distribution of total 
pressure loss presented by Stevens and Young [7]. This was 
obtained by calculating the difference in total pressure between 
blade inlet and exit at a given nondimensional height. Whereas 
a fairly constant loss across the blade row is observed between 
15 and 80 percent annulus height, near the inner wall the loss 
increases sharply. However, in the vicinity of the outer wall 

(P-p),= 1528N/m2 

Suction 

Fig. 9 Total pressure distributions within the OGV passage 
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Fig. 10 Flow vector plots within the OGV passage 

the loss is reduced, indicating that end wall boundary layer 
effects are being offset by the radial redistribution of flow. 

Secondary Flows. To a limited extent secondary flows 
within the OGV passage are indicated by vector plots (Fig. 10). 
The relative magnitude of these flows can be assessed by com
parison with the length of the vector representing the overall 
mean streamwise velocity component measured for that plane 
in the direction of the camberline. However, it should be noted 
that although the interblade data points lie on traverse planes 
of constant axial chord, each vector has been obtained by 
resolving onto a plane perpendicular to the camberline at that 
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Fig. 11 Axial vorticity contours within the OGV passage 

location (Fig. 3). In this way a "dot" represents flow following 
the blade camberline. Towards the rear of the OGV passage 
though a large movement of fluid from the blade pressure to 
suction surface will be indicated (e.g., 100 percent Cax). This 
is associated with flow deviation and can be seen to dominate 
the vector plots in this region, with any fluid movement relative 
to the bulk motion becoming difficult to distinguish. However, 
such motion, associated with the secondary flows, can be iden
tified using axial vorticity contours (Fig. 11). 

The vector plots at 0 and 20 percent axial chord show con
siderable secondary flow movement as the flow accelerates 
around the leading edge of the blade toward the passage center 
(Fig. 10). At 20 percent axial chord large secondary flows of 
counterclockwise and clockwise rotation exist in the upper (0.5 
< r„ < 0.85) and lower (0.5 < r„ < 0.1) half of the blade 
passage, respectively. This is also indicated by the positive and 
negative vorticity values in these regions (Fig. 11). Although 
farther downstream the vector plot becomes dominated by flow 
deviation, these features can still be distinguished by the axial 
vorticity contours. At OGV exit they are located adjacent to 
the blade pressure surface and for identification purposes these 
flows have been termed inlet vortices. It should be noted that 
the associated flow movement close to each casing (r„ = 0.1 
and r„ = 0.85) is in the opposite direction to that of classical 
secondary flow. However, as already indicated by the radial 
variation of blade incidence (Fig. 4) there is significant skewing 
of the OGV inlet profile and, as described by Horlock [12], 
such rotor-generated vorticity will produce secondary flows 
within the downstream blade passage. In compressors, the 
changes between the rotating and stationary end wall surfaces 
results in the inlet skewing being of opposite sign to that of 
the classical secondary flow generated by flow turning. This 
is confirmed by the streamwise vorticity derived from meas
urements at plane 1 (Fig. 12), with the magnitude and sign of 
the vorticity accounting for the presence of the inlet vortices 
within the OGV passage. While skewing of the inlet profile 

Hub 
r 

Fig. 12 Inlet vorticity 

occurs close to both casings, its effect near the outer wall is 
modified by the rotor tip vortex whose presence is indicated 
by the streamwise vorticity distribution at 90 percent span (Fig. 
12). 

The vorticity perpendicular to the streamwise direction (fi„) 
at OGV inlet (Fig. 12) is associated with the casing boundary 
layers and, as already noted, the curvature of this slower mov
ing fluid within the blade passage varies from that of the 
mainstream flow. However, as shown by Moore and Rich
ardson [13], skewing of the inlet profile results in the flow 
close to each sidewall having initial momentum, which opposes 
the blade pressure forces perpendicular to the mainstream di
rection. Close to the inner casing this produces little classical 
secondary flow, as indicated by the velocity vectors and regions 
of positive vorticity, in the early stages of the OGV passage. 
However, eventually this initial momentum is overcome and, 
together with the thickening of the boundary layer, leads to a 
well-developed classical flow. At OGV exit, the vectors close 
to the hub (r„ = 0.04) clearly indicate a fluid movement from 
blade pressure to suction surface relative to the bulk motion, 
which is dominated by flow deviation. These observations are 
confirmed by the pitch-averaged yaw angles (Fig. 13), with 
classical flow overturning close to the inner casing only being 
observed downstream of the 60 percent chord location. Close 
to the outer casing classical secondary flow is indicated by 
regions of negative vorticity, and its development is enhanced 
by the rotor tip leakage. A more rapid generation of classical 
secondary flow is therefore observed, with flow overturning 
close to the outer wall being indicated by the flow angles at 
the 20 percent axial chord location (Fig. 13). Farther down
stream, the thickness of the outer wall boundary layer is re
duced by the radial flow redistribution. Hence, downstream 
of the 80 percent chord location flow overturning decreases 
and is at a minimum at the OGV trailing edge. 

Airfoil Force and Flow Momentum Change. As indicated 
by Dring [10], at a given radius the difference between the 
force on an airfoil and the change in fluid momentum across 
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Fig. 13 Yaw angles within the OGV passage 

the OGV row is a good indication of the radial transport and 
mixing within the blade passage. The measured surface static 
pressure distributions were used to calculate the axial and tan
gential components of force on the OGVs at 10, 50, and 90 
percent spanwise locations. These forces were compared with 
the measured changes in flow momentum, which could be 
computed across the complete blade height. In Figs. 14 and 
15, a solid symbol indicates a blade pressure force while a 
hollow symbol shows the change in flow momentum at a given 
radius between the upstream station (plane 1) and the plane 
downstream of the OGVs (Fig. 14) or within the blade passage 
(Fig. 15). The errors associated with the calculation of the 
blade force, shown in Fig. 14 by error bars, are due to the 
finite number of static tappings on the OGVs and their prox
imity to the blade leading edge. It can also be seen the axial 
force calculation is more sensitive to these error sources than 
the tangential component. An additional error of unknown 
magnitude must also occur for the calculation of flow mo
mentum at planes within the OGV passage. This is due to the 
lack of information close to the airfoils with the data being 
extrapolated to the blade surface. The same method of pres
entation has been adopted as that outlined by Dring [10], with 
the axial component of momentum being the dimensionless 
form of the integrand in Eq. (3) while the tangential momentum 
is the dimensionless form of the integrand in Eq. (4) but without 
the final factor r. The differences between these radial distri
butions of force and momentum change therefore indicate the 
strength of the radial transport. 

The changes in flow momentum observed across the airfoil 
row (Fig. 14) are similar to those observed by Dring [10] for 
his second-stage stator operating with a relatively large rotor 
tip clearance. Large variations in momentum change are ob
served close to the outer wall, which differ from that of the 
blade force being applied in this region. This is associated with 
the strong radial transport and mixing caused by rotor tip 
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Fig. 14 Blade force and flow momentum change 

leakage. However, across the rest of the passage there appears 
to be reasonable agreement, within experimental error, be
tween the blade forces and the changes in flow momentum. 
This is also confirmed by the changes in tangential momentum 
of the flow within the OGV passage and the forces that have 
been applied by the blade up to a given chordwise location 
(Fig. 15). This therefore suggests that, outside of the region 
affected by rotor tip leakage, radial transport is relatively weak. 
This is in contrast to the results of Dring [10] who found that 
near the hub, changes in tangential momentum exceeded the 
tangential blade force by a factor of 2.0. However, a hub 
corner stall was present in these tests and this stalled region is 
therefore thought to be the driving mechanism for the strong 
radial transport of fluid. The absence of such a region in the 
data presented here is therefore thought to account for the 
much smaller differences between the local blade force and 
momentum changes. This weaker radial mixing is thought to 
reflect that the dominant mechanism for this mixing is probably 
due to secondary flow and/or turbulent diffusion. 

The total pressure distributions already presented (Fig. 9) 
indicate regions of relatively high loss on the blade suction 
surface close to each end wall, and also close to the inner 
casing midway between the blade surfaces. In two-dimensional 
cascade tests such pressure loss distributions have often been 
attributed to the convection of low-energy boundary layer fluid 
into these corner regions by secondary flows. However, meas
urements made on the third stage of a compressor by Gallimore 
and Cumpsty [5] indicated that, for their configuration, mixing 
was dominated by a turbulent diffusion process with secondary 
flows thought to be of limited significance in the circumfer
ential direction only. The present investigation has measured 
well-defined secondary flow features in an OGV blade row 
downstream of a rotor. However, the magnitude of the sec-
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Fig. 15 Tangential blade force and flow momentum change within the 
OGV passage 

ondary flow velocities in comparison with the streamwise com
ponent appears to be relatively small, as illustrated by the 
velocity components in the plane closest to the suction surface 
(Fig. 16). It should be noted that the distance of this plane 
from the blade surface varied from approximately 1 mm to 
2.5 mm between the 20 and 80 percent axial chord locations. 
On this plane, radial convection of fluid by secondary flows 
is only discernible in the early stages of the passage and is 
limited to a few millimeters, this being of a similar order of 
magnitude to that observed by Gallimore and Cumpsty [5]. 
Similar effects were observed on the planes closest to the pres
sure surface and inner casing, although the latter case was 
complicated by the effects of flow deviation. This means that: 
(/) Significant convection of low-energy fluid by secondary 

flows only occurs close to the blade surface and casing 
walls, which is outside the region surveyed in the present 
investigation; and/or 

(ii) Mixing of fluid is dominated by turbulent diffusion. This 
is despite a single rotor stage, which will provide a modest 
turbulence level and differing amounts of inlet skew 
relative to the third stage of the compressor tested by 
Gallimore and Cumpsty [5]. 

Conclusions 
Detailed measurements have been made of the flow field at 

inlet to, within, and downstream of an OGV blade row with 
inlet conditions being generated by a single-stage rotor. The 
following conclusions have been drawn: 

• In the gap between rotor trailing edge and OGV leading 
edge significant changes in axial velocity and flow angle oc
curred, particularly close to the outer wall. The radial variation 
of incidence indicated skewing of the inlet profile to the OGVs. 

• The blade pressure loss (X) was 8.3 percent of the inlet 
dynamic head, and no areas of flow separation were observed 

=°27mm 

1 Wedge Tip T/edge 
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Fig. 16 Vector plot on plane closest to OGV suction surface 

within the OGV passage. Regions of relatively high loss were 
located on the suction surface close to each casing, and on the 
inner wall midway between blades. In the early stages of the 
blade passage a pressure drop occurred close to the outer wall, 
which was associated with rotor tip leakage flow. 

• Significant changes in the overall level of velocity and 
static pressure only occurred downstream of the location of 
maximum blade thickness. 

• At a given radius, differences between the blade force 
and the change in fluid momentum are small over most of the 
blade height indicating that radial transport and mixing is 
relatively weak. 

• Classical secondary flow was observed close to each cas
ing, while flows of opposite rotation occurred at greater im
mersion from the casings. These latter flows were due to the 
streamwise vorticity at inlet to the blade row associated with 
the skewed inlet profile. 
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Turbulence Intensity and Length 
Scale Measurements in 
Multistage Compressors 
This paper describes the measurement and processing of turbulence data from 
multistage low-speed compressors. Measurements were made at the same relative 
positions in three four-stage compressors, each having different levels of the design stage 
loading coefficient. A new method of data processing to calculate turbulence intensities 
and integral length scales is outlined. Using this method, integral length scales have 
been measured in turbomachinery flows for the first time. It is shown how the 
turbulence intensity and integral length scale vary with position in the blade passage, 
with changing flow coefficient and with the value of the design stage loading coefficient. 
The results have been used to specify representative inlet conditions for experimental rigs 
and to improve the application of CFD turbulence models to turbomachinery modeling. 

Introduction 

Compressor blading in aircraft gas turbine engines typi
cally operates at low blade Reynolds numbers, at which 
condition transition of the boundary layers can occur over a 
wide range of chordwise positions. The exact position of the 
transition region has a strong influence on the performance 
of each blade row and, cumulatively, on the performance of 
the whole compressor. The position of transition depends 
heavily on the properties of the surrounding flow and, in 
particular, on the degree of turbulence. 

There are two specific reasons why quantitative informa
tion about the turbulent nature of the flow inside multistage 
compressors is needed. The first stems from the requirement 
to model various aspects of the compressor flow field experi
mentally. Many experiments, in both rotating and stationary 
rigs, require the turbulence of the inlet flow to be representa
tive of the levels occurring inside high-speed compressors to 
ensure representative results. An example of such an experi
ment is a wind tunnel at the Whittle Laboratory for modeling 
compressor blade leading-edge separation bubbles. Using the 
turbulence results presented here, the correct turbulence-
generating grids were selected to provide representative tur
bulence intensity and scale in the inlet flow (described by 
Walraevens and Cumpsty, 1995). 

A second reason for acquiring turbulence data is to enable 
more realistic applications of turbulence models to compres
sor CFD codes. In the past, the effects of wakes from an 
upstream blade row and of the turbulence between wakes 
(the background turbulence) have been modeled with the 
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same turbulence parameters. As the significance of wake 
interaction on the blade boundary layers becomes clearer, 
however, more advanced CFD codes are beginning to model 
the wake effects separately from the background turbulence. 
Quantitative information about each of the two effects is 
therefore needed. 

Velocity measurements in the multistage environment have 
strong periodic components at the blade passing frequency 
and at a number of its harmonics. Traces of velocity against 
time do not, however, show an exactly repeating pattern; 
there is a degree of "randomness" that makes each trace 
individual. The velocity fluctuations due to the components 
of the signal at blade passing frequency and its harmonics are 
usually known as "unsteadiness," while those due to the 
random component are described as "turbulence." Cherrett 
and Bryce (1991) found that wakes could be discerned at 
least two stages downstream of the blade row in which they 
were created, before being mixed into the background turbu
lence. The principal challenge in processing turbulence pa
rameters from velocity measurements made in turbomachin
ery is to subtract the effects of unsteadiness from the raw 
data so that the turbulent components alone may be mea
sured. 

The two most significant turbulence parameters in this 
context are the turbulence intensity and the integral length 
scale. If we express _a velocity signal as the sum of a time-
mean component (u) and a perturbation component («') 
then the turbulence intensity is simply the root-mean-square 
of the perturbation component divided by the magnitude of 
the mean component. 

That is, if u,• = u 4- «' then 

Turbulence intensity = 
1 1 f a 

N £ "' (1) 

The turbulence intensity expresses the "strength" of the 
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Fig. 1 Example autocorrelation function 

turbulence while the integral length scale assigns a spatial 
dimension to the turbulence structure, often identified as the 
average eddy size. The route to calculating the integral 
length scale lies through the correlation of two velocity 
signals or, if Taylor's hypothesis is assumed as here, through 
the autocorrelation of a single velocity signal. 

The autocorrelation function (ACF) is given by: 

A C F ( T ) 

1 Mr 
/ u(t)u(t + r)dt M 

*? rv«*' 
(2) 

where AT is large compared to the period of the lowest 
frequency component of the signal with significant ampli
tude. 

To calculate the integral length scale, the autocorrelation 
function is integrated with respect to the time lag (T) to 
obtain the integral time scale, which is then multiplied by the 
mean velocity to give the length scale 

Integral length scale = u \ ACF(r)rfT (3) 
•'o 

Figure 1 shows an autocorrelation function calculated from 
measured data. In practice, the integral was evaluated from 
r = 0 to the value at T at which A C F ( T ) first became zero, as 
indicated in the figure. 

One can see that the definition of integral length scale is 
only valid for "random" signals (those with no periodic order) 
because the autocorrelation of a periodic signal is itself 
periodic and does not tend to zero as T increases. This 
condition places a significant restriction on signals measured 
in turbomachinery environments and was the motivation for 
the new method of data processing, described in this paper. 

Previous measurements of turbulence in turbomachinery 
have involved the measurement of turbulence intensity only. 
De Haller (1953) and Schlichting and Das (1969) measured 
the total unsteadiness (i.e., unsteadiness plus turbulence) 
inside multistage compressors and both reported values of 

about 6 percent. Evans (1976) measured turbulence intensity 
as a function of rotor position and showed how the unsteadi
ness and the turbulence levels changed as a function of flow 
coefficient. More recently, Wisler et al. (1987) measured 
turbulence intensity in a compressor of modern blading and 
showed that the turbulence intensity in the wakes and end-
wall regions can be as high as 27 percent. The effects of 
turbulence on transition (and subsequent loss and turning) in 
cascades were reported by Schlichting and Das (1969) and by 
Evans (1971). 

Evans (1976) and Wisler et al. (1987) used the ensemble-
averaging technique to separate the contributions due to 
unsteadiness from those due to turbulence. This technique 
requires the capture of many velocity traces, triggered as the 
rotor passes a fixed position, to calculate an ensemble-aver
aged velocity trace. By then subtracting the ensemble-aver
aged trace from each measured trace the perturbations at
tributed to the moving rotor field are removed, leaving the 
perturbations due to turbulence. It is then possible to calcu
late the intensity of the true turbulence at each rotor-locked 
position. Unfortunately it is not possible to use an identical 
method to calculate the turbulent length scale. To calculate 
an integral length scale we require long, continuously sam
pled measurements of a random signal. The technique of 
subtracting the ensemble-averaged trace to remove the peri
odic components does not suffice in this case because the 
data at each rotor-locked position are not part of one contin
uous time series. The calculation of turbulent length scales in 
a turbomachinery environment requires a more sophisticated 
method of data processing, such as the method described in 
this paper. 

In this paper we describe the measurement and processing 
of turbulence data from three low-speed, four-stage compres
sor rigs. The data were used to calculate values of turbulence 
intensity and integral length scale within an embedded stage 
in each of the three compressors. The results show how the 
values of turbulence intensity and length scale change with 
position in the blade passage, with flow coefficient and with 
the value of the design stage loading coefficient. The paper 
describes a new method of data processing that enables the 
turbulence intensity and integral length scale to be calcu
lated. In particular, this method has allowed integral length 
scales to be measured in turbomachinery flows for the first 
time. 

Experimental Procedure 
Turbulence measurements were made on three low-speed 

compressor rigs: the C106 compressor at the Whittle Labora
tory, Cambridge, United Kingdom, the four-stage compressor 
at the Cranfield Institute of Technology (C.I.T.), Bedford, 
United Kingdom, and the Low-Speed Research Compressor 
(L.S.R.C.) at the G.E. Aerodynamics Research Laboratory, 
Cincinnati, OH. Each compressor rig contained four stages 
of blading plus inlet guide vanes, all having modern profiles 
and the same level of stage loading coefficient ( A / / / t / 2 ) for 
each stage. Table 1 gives details of the rotor diameters, tip 
speeds, and design stage loading coefficients for each com
pressor. 

The flow velocity was measured at two axial locations in 

Nomenclature 

ACF = autocorrelation function 
H = total enthalpy 

/, j = index integers 
M = number of samples 
N = number of traces 

Re = Reynolds number 

T = time 
Tu = turbulence intensity 
U = blade speed 
t = time 

u = flow velocity 
T = time lag 

4> = flow coefficient = Vx/U 

Superscripts 

_J = perturbation 
= time average 
= ensemble average 
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Table 1 Design details of the three test compressors 

Compressor Rotor 
Diameter 

(m) 

Tip 
Speed 
(m/s) 

Design 
Stage 

Loading 

CI 06 0.508 77.4 0.40 

C.I.T. 1.219 53.8 0.45 

L.S.R.C. 1.524 47.9 0.54 

Table 2 Stator 3 velocities and Reynolds numbers for the three 
test compressors 

Compressor Mean Velocities (m/s) Re(xl05) Compressor 

Stator 3 inlet Stator 3 exit Rotor Stator 

CI 06 48.5 38.3 1.7 1.2 

C.I.T. 53.5 39.0 1.8 2.1 

L.S.R.C. 40.4 33.2 5.0 2.7 

each compressor: upstream of the third stator (between sta
tor three and rotor three) and downstream of the third stator 
(between stator three and rotor four). At both axial locations 
the radial position of the sensing element was midspan and 
the circumferential position was chosen to be in the middle 
of the stator passage, thereby avoiding strong potential ef
fects near the stator leading edge and the stator wake at exit. 
Each set of velocity measurements was made while the com
pressor was running at its design operating point. 

Table 2 gives the mean velocities upstream and down
stream of the third stator and the rotor and stator Reynolds 
numbers (based on midspan chord) for each of the three 
compressors. 

In the C106 and C.I.T. compressors, a subminiature 
single-element hot-wire probe was used to measure the veloc
ities, whereas a hot-film probe of similar geometry was used 
in the L.S.R.C. To allow accurate comparisons of the results 
from each compressor, the measurement procedure and data 
processing techniques were the same in each case. 

In each compressor the sensing element of the probe was 
aligned to be perpendicular to the radial direction and to the 
mean flow direction in the axial-tangential plane. With this 
orientation, perturbations in the radial and mean flow direc
tions were detected, whereas perturbations normal to the 
mean flow direction in the axial-tangential plane (parallel to 
the sensing element) made only a very small contribution to 
the measured velocity. Measurements by Wisler et al. (1987), 
however, found the turbulence in an embedded stage to be 
very nearly isotropic and so it was decided that the use of 
single-element sensors would provide sufficient accuracy (to 
about two significant figures) as well as considerable simplifi
cation to the experimental procedure. 

At each probe position, data were collected in two formats 
using the same data acquisition software. In the first "short" 
format, 300 velocity traces were measured, each long enough 
to record two blade passing periods (70 samples for the C106, 
180 for the C.I.T. compressor, and 370 for the L.S.R.C). The 
sampling of these traces was triggered by a rotor "once per 
rev." signal so that each trace was locked to the same rotor 
position. These datasets were processed with the conven
tional ensemble-averaging technique to calculate turbulence 
intensity as a function of rotor position. The second format 
was a "long" format containing a single, continuously sam
pled set of velocity measurements. For the C106 and C.I.T. 
compressors 4096 samples were recorded, while 16384 sam
ples were measured on the L.S.R.C. These datasets were 
used as input to the Fourier analysis method of data process
ing to calculate both the turbulence intensity and the integral 
length scale. 

Table 3 Blade passing frequencies and mean chords 

Compressor Blade Passing 
Frequency (kHz.) 

Mean R & S Chord 
at mid height (mm) 

CI 06 2.814 36.0 

C.I.T. 1.109 58.6 

L.S.R.C. 0.540 118.6 

The signals for both datasets were filtered at the same 
frequencies. A high pass filter of 0.1 Hz was used to remove 
the d.c. component from the signal, which was measured 
separately, allowing the a.c. component to be amplified for 
maximum resolution. Signals were low-pass filtered at 30 kHz 
and then sampled at 100 kHz (30 kHz is just over ten times 
the blade passing frequency for the C106 and much greater 
for the other two compressors). Considering the "long" for
mat datasets, the sampling rate and length of the measured 
traces gave a resolution in the frequency domain of, at most, 
24 Hz. The length of sampling for the C.I.T. compressor 
covered 45 blade passing periods; this was the lowest value of 
the three compressors but was still sufficiently large to en
sure accurate calculation of the Fourier coefficients down to 
frequencies much lower than the blade passing frequency. 

Along with these measurements, which were made on each 
of the three compressors, two extra sets of turbulence mea
surements were made on the C106 compressor. The first of 
these was a series of three area traverses of a hot wire in the 
stator 3 exit plane. The traverse grid consisted of 39 radial 
points by 43 circumferential points and covered two stator 
passages. Traverses were done at three values of flow coeffi
cient: </> = 0.493 (near stall), <j> = 0.521 (design), and <f> = 
0.758 (high flow). At each traverse point the hot wire was 
rotated until perpendicular to the mean flow direction (in the 
axial-tangential plane) and then 4096 velocity samples were 
recorded. The data were processed using the Fourier analysis 
technique to obtain the turbulence intensity and integral 
length scale at each traverse point. 

The second extra set of measurements on the CI06 was a 
series of turbulence measurements made over a wide range 
of flow coefficients. During these measurements the hot wire 
was held fixed at midspan, perpendicular to the mean flow 
direction at the design point. 

The Choice of Nondimensionals 

Presenting the results of the experiments in a nondimen-
sional form enables the turbulence values from the three 
compressors to be compared, and the results to be used in 
other applications, such as CFD. 

It is worthwhile to consider how best to nondimensionalize 
the turbulence parameters and the frequencies at which the 
velocity signal was filtered and sampled. The choices here are 
based on the proposition that the main mechanisms for 
turbulence creation in turbomachinery are wake generation 
and wake chopping, i.e., the action of fluid flowing past a 
blade and the action of blades passing blades. The funda
mental time scale in this mechanism is the blade passing 
period (the fundamental frequency therefore being the blade 
passing frequency). The travel time of a particle through a 
blade passage is another suitable choice, and is of similar 
magnitude to the blade passing period. Here we use the 
blade passing frequency to nondimensionalize the sampling 
and filtering frequencies. 

We would expect the turbulence levels to correlate well 
with wake thickness but, when choosing a length scale for the 
mechanism, a more convenient dimension is the blade chord. 
Here we use the average of the rotor and stator chords at 
midheight to nondimensionalize the measured length scales. 
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Fig. 2 Ensemble-averaged results—C106 compressor 
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Fig. 3 Ensemble-averaged results—C.I.T. compressor 
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Fig. 4 Ensemble-averaged results—L.S.R.C. 

Table 3 gives the blade passing frequencies and the mean 
chords for each of the three test compressors. 

As can be seen from the definition of turbulence intensity 
given in the introduction, this parameter has no dimensions: 
The rms velocity perturbation is nondimensionalized by di
viding it by the mean velocity. If the velocity u is thought of 
as a vector, the rms term is constant and does not depend on 
whether the velocity is measured in a rotating or stationary 
frame of reference. The mean velocity, however, does de
pend on the frame of reference and dividing by this quantity 
means that the turbulence intensity is itself dependent on the 
frame of reference. 

Considering the length scale, the integral time scale is 
independent of the frame of reference, but the introduction 
of the mean velocity into the length scale definition causes 
the value of the integral length scale to depend on the frame 
of reference. The complication introduced by the choice of 
reference frame sometimes makes it simpler to use the rms 
perturbation and integral time scale directly. 

Calculation Procedures and Results 
The datasets in the "short" and "long" formats, recorded 

at the same measuring positions, were processed separately. 
The short datasets were processed with the conventional 
ensemble-averaging technique while the long datasets were 
processed using a new technique based on Fourier analysis of 
the velocity signal. Section (1) below describes the processing 
of and results from the short format datasets, while the 
processing and results of the long format datasets are de
scribed in section (2). The variation of the turbulence inten
sity and integral length scale with position in the stator 
passage and with flow coefficient are described in sections (3) 
and (4), respectively. 

(1) Data Processing and Results From the Short 
Datasets. This process was used to calculate turbulence 
intensity as a function of rotor position. The short format 
datasets were processed using the ensemble-averaging tech
nique, as summarized below: 
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a) Raw Signal: b) Spectrum: 

d) Signal minus "periodic" components: 

I 
Turbulence Intensity Value 

a) -» b) Fourier transform 

b) —> c) "Chopping" operation 

c) —> d) Inverse transform 

c) —> e) Multiply by complex conjugate 
and inverse transform 

W i ) 4 ^ ^ 
Frequency 

I 
c) "Chopped" Spectrum: 

e) Autocorrelation: \ 

Length Scale Value 

Fig. 5 Fourier transform calculation procedure 

Consider N velocity traces: 

w,(0 where i = 1, N 

The ensemble-averaged velocity is given by: 

1 £ 
"(0 = 77 E "/(0 

i v 1 = 1 

and the time-averaged velocity by: 

1 M 

" = T7 E "(>,) 
M / = i 

where Af is the number of samples recorded during an 
integer number of blade passing periods. 

By subtracting the ensemble-averaged trace from the raw 

data, the periodic component of the signal is removed, leav
ing the perturbation velocity u!fS): 

«i (0 = «.•(') - " ( 0 
The turbulence intensity can then be calculated at each rotor 
position as: 

1 
Tu(t) = = 

u 
E «;2(o2 (4) 

Figure 2 shows the turbulence intensity and mean velocity 
results processed using this technique from data measured 
upstream and downstream of the third stator in the C106 
compressor. Figures 3 and 4 show equivalent results from the 
C.I.T. and L.S.R.C. compressors. 

Each set of results from the upstream measuring position 
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shows features that are periodic with blade passing fre
quency. The rotor 3 wakes are seen as peaks in the turbu
lence intensity traces, which are slightly nearer the suction 
surface of the rotor blades relative to the velocity minima. 
The shape of each trace is very sensitive to the angular 
orientation of the probe and this may explain some of the 
differences in the shapes of the traces between the three 
compressors. Differences are also due to the stage loading 
coefficient, as can be seen from the L.S.R.C. velocity trace in 
Fig. 4(a), which shows a much wider wake owing to the 
higher level of loading (and therefore turning). Other differ
ences in the traces can be assigned to the different values of 
the nondimensional sampling frequency (sampling fre
quency/blade passing frequency) for each compressor. This, 
for example, caused the C106 traces, measured with a lower 
nondimensional sampling frequency, to appear smoother than 
the traces from the other two compressors. 

The turbulence intensity results from each compressor 
show smaller secondary peaks in intensity between the peaks 
corresponding to the wakes from rotor 3. It seems likely that 
these secondary peaks are the remains of the chopped wakes 
from stator 2. The CI06 traces, which show these peaks 
clearly, show them to be close to the pressure surface of the 
rotor blades. This is consistent with the higher incidence with 
which the slower moving wake fluid from stator 2 impinges 
onto rotor 3 (the "negative-jet" effect). 

Downstream of stator 3 (Figs. 2b, 3b, and 4b) the wake 
from rotor 3 is less evident as it is more mixed out. Conse
quently the mean velocity traces are less "spiky" and the 
C.I.T. and L.S.R.C. velocity traces are nearly sinusoidal in 
shape. The intensity traces also show much smaller variations 
with rotor position. 

(2) Data Processing and Results From the Long Datasets. 
To calculate the length scale of the turbulence as well as the 
intensity, a new method of data processing was developed to 
overcome the restriction on periodic signals imposed by the 
definition of the integral length scale. In this method the 
"periodic" components of the signal (those components at 
blade passing frequency and its harmonics) were digitally 
filtered out by Fourier transforming the signal into the fre
quency domain and then setting the components at blade 
passing frequency and its harmonics (up to five harmonics in 
practice) to zero amplitude. 

This method for calculating the turbulence intensity and 
integral length scale from the long datasets is shown schemat
ically in Fig. 5. Figure 5(A) represents a section of the raw 
velocity trace, as recorded. Fourier transformation of this 
signal into the frequency domain reveals the spectrum, shown 
in Fig. 5(b). At this point the amplitudes of the components 
at blade passing frequency and its harmonics are set to zero. 
This operation gives the "chopped" spectrum shown in Fig. 
5(c). This spectrum is now transformed back into the time 
domain to give the turbulent signal, shown in Fig. 5(d) from 
which the turbulence intensity is calculated. The Fourier 
coefficients of the "chopped" spectrum are also used directly, 
using the Wiener-Khinchin Theorem, to calculate the auto
correlation function (Fig. 5e) from which the length scale is 
calculated. 

This method requires a comparatively small amount of 
data (4096 velocity samples for the C106 and C.I.T. compres
sors) and the use of the Fourier coefficients to calculate the 
autocorrelation function directly makes the calculation pro
cedure very fast. The storage and speed advantages of the 
technique made it possible to implement the method on an 
80386 personal computer, and also made it possible to mea
sure turbulence at a large number of points over the stator 
passage (as reported in section (3), following). 

The turbulence intensity and length scale results from the 
long format datasets are summarized in Tables 4 and 5. 

Table 4 RMS and turbulence intensity results from the Fourier 
transform technique 

Compressor 

RMS velocity (m/s) Turbulence Intensity (%) 

Compressor Slator 3 inlel Suitor 3 exit Stator 3 inlet Stator 3 exit 

CI 06 1.75 1.65 3.6 4.3 

C.I.T. 2.03 2.03 3.8 5.2 

L.S.R.C. 2.83 3.69 7.0 11.1 

Table 5 Integral time scale and length scale results from the 
Fourier transform technique 

Compressor 

Time Scale (u.s) Length Scale 
(% of mean Chord) 

Compressor Stator 3 inlet Suitor 3 exit Stator 3 inlet Stator 3 exit 

C106 26.8 37.4 3.6 4.0 

C.I.T. 52.4 94.5 4.8 6.3 

L.S.R.C. 207.4 370.0 7.1 10.4 

It can be seen that as the flow passes through the stator 
blade passage, the level of turbulence intensity increases 
slightly. This is primarily a consequence of the mean velocity 
falling while the rms perturbation size stays approximately 
constant. The length scales are seen to increase through the 
stator passage, which is consistent with measurements made 
downstream of turbulence-generating grids where the scale 
increases in the downstream direction as the smaller eddies 
are dissipated faster (as reported by Roach, 1987, and by 
Baines and Peterson, 1951). 

Tables 4 and 5 also show that, while the intensities and 
length scales are similar for the C106 and C.I.T. compressors, 
the values of both parameters are significantly higher for the 
L.S.R.C. As the main mechanism for turbulence creation in 
turbomachinery is wake generation and wake chopping, one 
would expect the turbulence levels to correlate strongly with 
wake thickness and therefore with stage loading coefficient. 
This is confirmed by Figs. 6 and 7, which show the intensity 
and length scale results plotted as functions of design stage 
loading coefficient. 

(3) Area Traverse Results. Using the C106 compressor, 
area traverses were performed midway between stator 3 and 
rotor 4 at three flow coefficients. The data were processed 
using the Fourier transform technique to give values of 
turbulence intensity and length scale over the stator passage 
at each flow coefficient. The results of these traverses are 
shown in Fig. 8, where the intensity and length scale results 
have been plotted as shaded contours over maps of the 
traverse area. 

Figure 8(b) shows the traverse results at the design value 
of flow coefficient. Here the stator wake is clearly distin
guishable as a region of high turbulence intensity (up to 30 
percent). The wake region thickens toward the hub, where 
velocity traverse results showed a region of separation on the 
stator suction surface. High values of turbulence intensity are 
also present at a separation in the suction surface/casing 
corner and on the hub endwall. In the mainstream, the 
turbulence intensity has a trend, which decreases from 16 
percent near the hub to 4 percent near the casing. As 
expected, the lowest values of length scale are seen to occur 
in the stator wakes, which contain recent boundary layer 
fluid and therefore eddies that are similar in scale to the 
boundary layer thickness. 

Figure 8(«) shows the results of a traverse conducted at a 
flow coefficient near stall (4> = 0.493). At this flow rate, the 
separated region on the stator suction surface has become 
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significantly larger and this is seen as a wide region of high 
turbulence intensity near the hub. The separated region at 
the casing, however, has not increased in size. The length 
scale results show that the largest length scales were mea
sured at the boundary between the separated region on the 
suction surface and the mainstream flow. This implies the 
creation of new eddies in the shear layer between the sepa
rated region and the mainstream flow. 

The results from the traverse at a high flow coefficient 
(<f> = 0.758), Fig. 8(c), show a very different distribution of 
the turbulence properties owing to the large negative inci

dence angle at this condition. The turbulence intensity re
sults show thick regions of high intensity on the stator pres
sure surfaces, corresponding to regions of separation on the 
pressure surfaces. Intensity values in the midpassage are 
generally lower than those at the design flow coefficient. 
Endwall effects are much smaller at this high flow condition 
and consequently the flow is much more uniform across the 
span. Length scales are also generally lower; the wakes are 
just discernible as regions of smaller length scale while the 
separated regions on the pressure surfaces appear as regions 
of slightly larger scale. 
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(4) Turbulence Variation With Flow Coefficients. The 
CI06 compressor was also used to study how turbulence 
values at midpassage changed over the whole compressor 
characteristic. For these measurements the hot-wire probe 
was positioned perpendicular to the mean flow direction at 
the design point and velocity traces were recorded at a range 
of flow coefficients over the compressor's characteristic. These 
results are plotted in Figs. 9 and 10. The turbulence intensi
ties measured at the upstream and downstream positions are 
approximately constant between flow coefficients of 0.55 and 
0.70 and increase rapidly at lower and higher flows. The 
length scale measured downstream of stator three shows a 
similarly "bucket-shaped" variation over the characteristic 
whereas the upstream length scale remains approximately 
constant. Evans (1971) measured the changes in turbulence 
intensity in a similar manner but over a much smaller range 
of flow coefficient (A</> = 0.1). Consequently, he observed 
only the increasing turbulence intensity at low flow coeffi
cients. 

The increases in turbulence at low and high flow coeffi
cients may be explained in terms of thicker wakes being shed 
from upstream blade rows, as revealed by the area traverses 
described above. 

Discussion 

(1) The Importance of Sampling Frequency. The mea
surements made during the course of this study highlighted 
the importance of the sampling and low-pass filter frequen
cies during data acquisition. 

To calculate the turbulence intensity, no low-pass filtering 
of the velocity signal is required. The only considerations are 
that sufficient samples are taken to ensure statistical accu
racy and that the sampling time is long compared to the 
period of the lowest frequency component of the signal. Data 
for length scale calculations, on the other hand, do require 
careful low-pass filtering to eliminate the effects of aliasing. 
This is due to the inherent "reconstruction" of the signal in 
the autocorrelation calculation from which the length scale is 
found. From the sampling theorem, the sampling rate must 
be at least twice the cut-off frequency of the low-pass filter. 

The question arises as to how high the low-pass filter 
frequency should be, and therefore how fast one must sample 
to obtain accurate measurements of intensity and scale. To 
find the answer to this question, measured data from each of 
the three compressors were reprocessed to simulate the 
effects of using low-pass filters with lower cut-off frequen
cies. The Fourier transform method of data processing was 
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Fig. 11 Calculated upstream length scales as a function of theo
retical low-pass filter setting 

used, but instead of only removing the components at blade 
passing frequency and its harmonics, a range of components 
were removed from the highest frequency recorded down to 
a new theoretical low-pass filter setting. Length scales calcu
lated by this method for the upstream position are shown 
plotted against nondimensional low-pass filter setting in Fig. 
11. As one would expect, elimination of the higher frequency 
components in the signal (those with the smallest wave
lengths) leads to a higher value of length scale, the true 
values corresponding to the flat regions of the curves. Figure 
11 shows that the required low-pass filter setting is (at least) 
20 times the blade passing frequency. A plot of turbulence 
intensity, calculated from the same datasets, against low-pass 
filter setting led to the same conclusion. 

The fact that very high frequencies are required to mea
sure turbulence in turbomachinery means that the speeds of 
suitable test compressors are restricted by the frequency 
response of the instrumentation. The ability of a hot wire, for 
example, to measure high-frequency velocity perturbations 
depends on the length of the wire and the velocity of the 
oncoming flow. This kinematic effect was first considered by 
Frenkiel (1948), and in more detail by Uberoi and Kovasznay 
(1953) and Wyngaard (1968, 1969). If we consider the maxi
mum frequency signal that can be measured accurately by a 
subminiature hot wire at typical flow rates to be at 60 kHz, 
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this implies a low pass filter setting of 30 kHz and therefore a 
limit of 1.5 kHz on blade passing frequency (dividing by the 
ratio of 20 described above). The C106 is the only one of the 
three compressors in this study to exceed this speed and this 
fact may explain the steeper fall of the C106 line in Fig. 11. 
The requirement is therefore for high-frequency response 
instrumentation and/or large-scale experimental rigs. 

(2) Filtering Considerations. It has been suggested that, 
during the processing of the long format datasets, compo
nents of the velocity in the range from 0 Hz to blade passing 
frequency should be removed, as well as those at blade 
passing frequency and its harmonics. This would remove 
unwanted contributions from sources such as rough bearings, 
nonuniformity in blade spacing, resonances in ducting, etc. 
Generally, however, this would not be correct because, al
though the main input into the mechanism of turbulence 
creation (the action of blades passing blades) occurs at the 
blade passing frequency, this can excite responses at lower 
frequencies in a nonlinear system. In cases where unwanted 
sources such as signals at shaft frequency are large, these can 
be identified in the velocity spectrum and should be removed 
individually. 

The three compressor rigs that were used in this study 
each had equal numbers of rotor blades in all stages, thus 
giving a unique blade passing frequency for each machine. It 
was relatively easy, therefore, to remove the components of 
the signal at blade passing frequency and its harmonics. For 
compressors with different numbers of rotor blades in each 
row, and therefore several blade passing frequencies, the 
removal of the "periodic" components from the velocity 
spectrum (including beat frequencies) would be more diffi
cult. In this case it would be possible to use a method based 
on the ensemble-averaging technique whereby a large num
ber of long format data sets were recorded, the acquisition of 
each one being triggered by a "once per rev." signal. An 
ensemble-averaged trace could then be calculated and sub
tracted from any one of the raw data traces to provide input 
data for the length scale calculation. The autocorrelation 
function in this case could be calculated using the Fourier 
transform of the signal or by the shift-and-multiply method. 
The disadvantage of this procedure compared to the Fourier 
transform method described here, however, is that a great 
deal more data storage is required. 

Conclusions 
From the measurements of turbulence intensity and inte

gral length scale described in this paper, the following con
clusions can be drawn: 

1 Turbulence levels in an embedded stage of a compres
sor of typical stage loading coefficient (0.45) are: 

At bladerow inlet: Turbulence intensity = 3.8 percent 
Integral length scale/mean chord 
= 4.8 percent 

At bladerow exit: Turbulence intensity = 5.2 percent 
Integral length scale/mean chord 
= 6.3 percent 

2 The levels of turbulence intensity and integral length 

scale both increase significantly with an increasing value of 
design stage loading coefficient. 

3 To measure turbulence intensity and length scale in a 
compressor flow it is necessary to record frequencies up to 20 
times the blade passing frequency. A corollary of this is that, 
with current instrumentation, the full turbulence spectrum 
may only be measured on low-speed compressors. 

4 A new method of processing turbulence data has been 
developed that uses the Fourier transform of the velocity 
signal. This allows both integral length scale and turbulence 
intensity to be calculated from a small amount of data in a 
short computational time. 
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Control-Oriented High-Frequency 
Turbomachinery Modeling: 
Single-Stage Compression System 
One-Dimensional Model 
In this paper, a one-dimensional unsteady compressible viscous flow model of a generic 
compression system previously developed by the authors is applied to a multistage axial 
compressor experimental rig configured for single-stage operation. The required model 
parameters and maps are identified from experimental data. The resulting model is an 
explicit system of nine first-order ODEs. The model inputs are compressor speed, nozzle 
area, compressor discharge bleed area, plenum bleed area, inlet total pressure and 
entropy, and nozzle and bleed exit static pressures. The model and experimental data are 
compared with respect to both open-loop uncontrolled and closed-loop controlled 
behaviors. These comparisons focus on (i) forced transients and (ii) global nonlinear 
dynamics and bifurcations. In all cases the agreement between the model and 
experimental data is excellent. Of particular interest is the ability of the model, which 
does not include any hysteretic maps, to predict experimentally observed hysteresis with 
respect to the onset and cessation of surge. This predictive capability of the model 
manifests itself as the coexistence of a stable equilibrium (rotating stall) and a stable 
periodic solution (surge) in the model at a single fixed set of system input values. Also 
of interest is the fact that the controllers used for closed-loop comparisons were 
designed directly from the model with no a posteriori tuning of controller parameters. 
Thus, the excellent closed-loop comparisons between the model and experimental data 
provide strong evidence in support of the validity of the model for use in direct model 
based controller design. The excellent agreement between the model and experimental 
data summarized above is attributed in large part to the use of effective lengths within 
the model, as functions of axial Mach number and nondimensional compressor 
rotational speed, as prescribed by the modeling technique. The use of these effective 
lengths proved to be far superior to the use of physical lengths. The use of these effective 
lengths also provided substantial improvement over the use of physical lengths coupled 
with fixed first-order empirical lags, as proposed by other authors for the modeling of 
observed compressor dynamic lag. The overall success of this model is believed to 
represent a positive first step toward a complete experimental validation of the approach 
to control-oriented high-frequency turbomachinery modeling being developed by the 
authors. 

1 Introduction 

In [1, 2] the authors presented the theoretical foundations 
of a new approach for control-oriented high-frequency turbo
machinery modeling. This approach was subsequently used 
by the authors in [3] to develop one-dimensional unsteady 
compressible viscous flow models for a generic turbojet en
gine and a generic compression system. In this paper, the 
generic compression system model presented in [3] is applied 
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to the LICCHUS ("like us')2 multistage axial compressor rig 
[4], configured for single-stage operation. The main goal of 
this study is to take some first steps toward a complete 
experimental validation of the approach to control-oriented 
high-frequency turbomachinery modeling being developed by 
the authors. 

The required model parameters and maps are identified 
from experimental data using the techniques described in [1, 
2]. The resulting model is an explicit system of nine first-order 

2Acronym for the Laboratory for Identification and Control of Complex 
Highly Uncertain Systems, School of Aerospace Engineering, Georgia 
Institute of Technology. 
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ODE's. The model inputs are compressor speed, nozzle area, 
compressor discharge bleed area, plenum bleed area, inlet 
total pressure and entropy, and nozzle and bleed exit static 
pressures. 

The model and experimental data are compared with 
respect to both open-loop uncontrolled and closed-loop con
trolled behaviors. These comparisons focus on (/) forced 
transients and («) global nonlinear dynamics and bifurcations 
[5]. In all cases the comparison between the model and 
experimental data is excellent. Of particular interest is the 
ability of the model, which does not include any hysteretic 
maps, to predict experimentally observed hysteresis with re
spect to the onset and cessation of surge. This predictive 
capability of the model manifests itself as the coexistence of a 
stable equilibrium (rotating stall) and a stable periodic solu
tion (surge) in the model at a single fixed set of system input 
values. 

Also of interest is that the controllers used for closed-loop 
comparisons were designed directly from the model with no a 
posteriori tuning of controller parameters. Thus, the excel
lent closed-loop comparisons between the model and experi
mental data provide strong evidence in support of the validity 
of the model for use in model-based controller design. 

The excellent agreement between the model and experi
mental data summarized above is attributed in large part to 
the use of effective lengths within the model, as functions of 
axial Mach number and nondimensional compressor rota
tional speed, as prescribed by the modeling technique [3]. 
The use of these effective lengths proved to be far superior 
to the use of physical lengths. The use of these effective 
lengths also provided substantial improvement over the use 
of physical lengths coupled with fixed first-order empirical 
lags, as proposed in [6] and used in [7-11] for the modeling 
of observed compressor dynamic lag. 

1.1 Historical Perspective. Many one-dimensional 
high-frequency turbomachinery models have been presented 
in the literature. For quasi-one-dimensional incompressible 
flow in compression systems, models of this type are given in 
[6, 12, 13, 10]. For quasi-one-dimensional compressible flow 
in compression systems, models of this type can be found in 
[14, 15, 7, 11]. For quasi-one-dimensional compressible flow 
in full engine systems, models of this type are given in [9, 
16-19]. The model given in this paper is a quasi-one-dimen
sional compressible flow model. The advantages of the model 
presented in this paper over others of this type presented in 
the literature include: (1) a rigorous procedure for embed
ding steady-state experimental data into the model, and (2) 
the ability to obtain explicit models that incorporate natural 
system boundary conditions. Models of the type developed in 
this paper are primarily used in the design of surge control 
and integrated surge control/rotating stall avoidance 
schemes. Control schemes of these types have been reported 
in [20, 8, 21-25], respectively. The preliminary controllers 
given in this paper have the advantage of being model-based 
controllers. This means that they are designed directly from 
the model with no a posteriori tuning of controller parame
ters. Stabilization of surge using these model-based con
trollers represents, to the best of our knowledge, the first 
experimental demonstration of direct active control of surge 
in an axial flow compression system. In [26], a demonstration 
was given of the indirect control of surge, through the direct 
control of rotating stall, in an axial compression system. 

For studying the two-dimensional phenomena of rotating 
stall, a two-dimensional model that can model and predict 
rotating stall is required. For incompressible flow, the models 
given in [27-31] have this capability. Extension of models of 
this type to compressible flow is discussed in [32]. These 
two-dimensional models are used in the design of rotating 
stall control schemes [20, 33, 31, 34, 26, 35]. Extensions of the 

J v; 
mrindcw 

3.0 v; 
mrindcw 

1 
v; 

mrindcw 

Room outlet duct 

Room inlet duct 

Fig. 1 Diagram of LICCHUS axial compressor rig 

one-dimensional model presented in this paper to a two-di
mensional model will be undertaken in the future, using a 
parallel compressor concept [36], so that rotating stall control 
schemes can be investigated. 

Nonlinear dynamic/bifurcation analyses (similar to those 
performed here) of various models discussed above have also 
been given in the literature [37-43]. Experimental observa
tion of the coexistence of surge and rotating stall has been 
presented previously in the literature [12]. To our knowledge, 
however, this paper is the first to point out that experimen
tally observed hysteresis in the onset and cessation of surge 
can be predicted using a one-dimensional model, which does 
not include any hysteretic maps. 

1.2 Outline. An outline of this paper is as follows: Sec
tion 2 gives a description of the LICCHUS axial compressor 
rig. Section 3 describes the development of the model for the 
LICCHUS axial compressor rig. Also, a discussion of model 
computation is given along with a discussion of how the 
parameters and maps required for the model are identified 
from experimental data. Section 4 discusses the open-loop 
validation of the model through comparisons between the 
model and experimental data for both forced transients and 
nonlinear dynamics/bifurcations. In Section 5, closed-loop 
validation of the model is presented through comparisons 
between the model and experimental data for closed-loop 
systems based on controllers designed at three different 
operating conditions. Finally, conclusions and future work 
are discussed in Section 6. 

2 LICCHUS Axial Compressor Rig 
The LICCHUS axial compressor experimental rig shown 

in Fig. 1 is designed with the capability to exhibit the typical 
compression system instabilities of surge and rotating stall. It 
is equipped with high bandwidth actuators, variable compres
sor duct length, and variable plenum volume. The rig can be 
configured with 1-3 compressor stages, and the speed of 
each compressor can be varied independently. In this paper 
we consider a single-stage configuration in which only a 
single compressor is used. The compressor is driven by a 
three-phase AC motor and is designed to run at a maximum 
speed of 10,500 rpm with a 400 Hz excitation frequency. A 
peak total pressure ratio of 1.01 is achieved at an axial flow 
Mach number of 0.06 with the compressor operating at the 
maximum speed. The speed set points may be controlled 
either manually or via a computer control interface. For 
reference, the B parameter [6] for this system can be varied 
through a range of 0.54 (4700 rpm) to 1.32 (10,500 rpm). 

The compressor duct is connected to the compressor. Each 
section of the compressor duct consists of two concentric 
cylinders made out of plexiglass. Sections of duct can be 
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Fig. 3 Pure rotating stall mode 

added on to the compressor duct to modify the system 
configuration as desired (shown in Fig. 1 as dotted lines at 
the end of the compressor duct). The ducts are connected to 
a downstream plenum, which has two plexiglass windows. 
The plexiglass ducts and plenum windows are used to facili
tate flow visualization. An example of this flow visualization 
is an inverted "T" of balsa wood (shown in Fig. 1 as a solid 
line extending from the compressor duct), which oscillates 
with the flow when the system is surging. 

This rig exhibits a strong rotating stall mode with a 90 Hz 
fundamental frequency. Depending on the various plenum 
and duct geometry, a strong surge mode is also observed at a 
fundamental frequency between 2 and 10 Hz. These behav
iors are exhibited in Figs. 2 and 3 where plots of various 
experimentally measured dimensionless variables (defined in 
Table 2) are given. Figure 2 shows the experimentally mea
sured static pressure in the plenum during a surge cycle 
along with the static pressure at a point on the circumference 
of the duct at the inlet of the compressor. As can be seen, a 
mixed surge/rotating stall mode is exhibited by the system. 
Figure 3 shows the experimentally measured static pressure 
in the plenum during pure rotating stall along with the static 
pressure at a point on the circumference of the duct at the 
inlet of the compressor. Also shown are the magnitude and 
phase of the first mode in rotating stall, which were obtained 
by doing spatial fourier transform on the static pressure 
signals at three circumferential locations around the duct at 
the inlet of the compressor. As can be seen, the rotating stall 
is moving at constant speed (approximately one half of the 
compressor rotational speed) around the circumference of 
the compressor. 

In the single-stage configuration, this rig is equipped with 
three actuators: an exit nozzle, a plenum bleed, and a com-

Table 1 Dimensional variables 

Variable Description 

X position 
t time 

L length 
A( x,t) area 

R ideal gas constant 

Cv heat capacity at constant volume 
c„ heat capacity at constant pressure 

u( x,t ) fluid velocity 

P . ( i , i ) static density 

Vs{ X,t ) static pressure 

f„(xj) static temperature 
e( xj) specific internal energy 
w(x,t ) mass flow rate 

Q(xJ) volumetric heat transfer rate (into fluid) 

M2,t) specific wall friction force (on fluid, does no work) 
L{x,t) specific force (on fluid, does work) 

i reference time 

P reference pressure 
T reference temperature 

N(t) shaft speed 

P viscosity 
k thermal conductivity 

fw{xj) wall temperature 

Table 2 Dimensionless variables 

Variable Description 

X = x/L dimensionless position 

t = t/i dimensionless time 

A = In [AKP-iRf)] dimensionless area 

L = L/(t^Rpj dimensionless length 

1 = cp/c„ ratio of specific heats 

M = ul\]-)Rf, Mach number 

P = In (pip) dimensionless total pressure 

s = 5/cp dimensionless specific entropy 

T = ln(T/f) dimensionless total temperature 

Q = QL/(P^RT) dimensionless volumetric heat transfer rate 

fv, = UL/(jRf) dimensionless specific wall friction force 

N 

= Ul^Rf) dimensionless specific force 

dimensionless shaft speed N = NJA/(-,RT) 

dimensionless specific force 

dimensionless shaft speed 

Re = psUVA/fJ, Reynolds number 

Pr = Cpft/k Prandtl Number 

Tw = ln(fw/f) dimensionless wall temperature 
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Table 3 LICCHUS axial compressor rig: location of sensors and 
actuators 

Sensor Sensor Sensor Sensor Sensor Sensor Actuator Actuator 
Number Number Number Number 

1 PSO 16 PS24B2 31 P D 3 1 Bleed Valve Angle 
2 PS2C1 17 PD24B2 32 PD3V 2 Nozzle Valve Angle 
3 PD2C1 18 PS27G1 33 PS31 3 Com pressor Discharge 
4 PD2C1V 19 PD27C1 34 PS91 Bleed Valve Angle 
5 PS2C2 20 PD27C1V 35 Pfimb 
6 PD2C2 21 PS27C2 36 TO 
7 PS2C3 22 PD27C2 37 T31 
8 PD2C3 23 PS27C3 38 N2 
9 PS24C1 24 PD27C3 39 N25 
10 PD24C1 25 PS27B2 40 THA36 
11 PD24C1V 26 PD27B2 41 THA9 
12 PS24C2 27 PS29 42 THAB25 
13 PD24C2 28 PD29 43 NA36 
14 PS24C3 29 PD29V 44 NA9 
15 PD24C3 30 P S 3 45 NAB25 

pressor discharge bleed. The nozzle assembly consists of a 
low inertia, high tolerance butterfly valve driven by an elec
tric motor. The plenum bleed and the compressor discharge 
bleed are identical to the nozzle except that the flow cross-
sectional areas are less than that of the nozzle. The nozzle 
and plenum bleed valves are both located in the plenum, 
while the compressor discharge bleed valve is located at the 
exit of the compressor. Frequency response studies of the 
nozzle actuator depict achievable 3 dB bandwidth of about 
70 Hz, which is several times the surge frequency. The 
plenum bleed valve and the compressor discharge bleed valve 
have similar 3 dB bandwidths. 

This rig is equipped with 45 sensors consisting of compres
sor speed, total temperature, static pressure, and total-static 
differential pressure sensors located at different circumferen
tial and axial positions. An augmented SAE notation is 
utilized in labeling the sensors and actuators installed on the 
LICCHUS axial compressor rig. A listing of these sensors 
and actuators is given in Table 3. Here, PD denotes total-
static differential pressure, PS denotes static pressure, T 
denotes total temperature, and N denotes the compressor 
speed. Additional notations are used to identify the array of 
circumferentially located sensors, which detect rotating stall 
traveling waves, and reverse flow sensors, which measure 
backflow in deep surge mode. For example, PS23C2 is a 
static pressure (the PS) sensor at station 2.4 (the 24) located 
in the second circumferential position (the 2 in C2) of a 
two-dimensional flow sensing array employing three uni
formly spaced sensors (C corresponding to three). Similarly, 
PD2C1K is a reverse (the V) total-static differential pressure 
sensor at the station 2 (the 2) located in the first circumferen
tial position (the 1 in CI) of a two-dimensional flow sensing 
array employing three (C corresponding to three) uniformly 
spaced sensors around the duct annulus. All variables in this 
paper are annulus averaged unless specifically labeled in the 
manner discussed here. 

The speed of the compressors is measured using a photo-
optic sensor. This sensor provides a frequency signal to a 
tachometer, which in turn produces a voltage output with a 
+ 0.5 percent accuracy at full speed. The temperature sen
sors are type K thermocouples, which have a time constant of 
0.1 seconds. However, an error of ±3.6°C ( + 2°C) is present 
in the temperature measurements at ambient conditions. 
Therefore, the temperature measurements obtained from 
these thermocouples cannot be used for accurate measure
ment of the change in entropy or efficiency in this low-pres
sure ratio rig. 

Fast, piezoresistive low-pressure sensors having a time 
constant of 1 ms are used to measure all pressures. The 
static-ambient pressure sensors have a range of 0-0.689 kPa 
(0-1 psi), while the total-static differential pressure sensors 
have a range of 0-2.48 kPa (0-0.36 psi). The Mach number 
and the dimensionless pressure rise are computed directly 
from the ambient pressure and the readings from these 

Table 4 LICCHUS axial compressor rig: geometric parameters 
and constants 

Description Parameter Value Parameter Value 

Compressor Inlet Area M 0.0046 m2 
A, -14.4117 

Compressor Exit Area An 0.0046 m2 
An -14.4117 

Compressor Bleed Area (full open) A2lbrt 0.00046 m 2 AiAbd -16.7143 

Compressor Duct Area As 0.0046 m2 A, -14.4117 

Plenum Area at Duct Discharge A31 1.1148 m2 
An -8.93109 

Plenum Bleed Area (full open) Az6b 0.0020 m2 AMi -20.539 

Plenum Area Before Exit Nozzle /U,A„ 1.1148 m 2 A,,A,i -8.93109 

Throt t le Valve Area (full open) A, 0.0081 m 2 A, -13.8544 

Compressor Length Lc 0.1079 m Lc 0.00124 

Rotor Length Lr 0.06349 m £ r 0.00073 

Stator Length L, 0.04445 m L, 0.00051 
Rotor Tip Radius Tup 0.05715 m ri.p 0.00065 

Compressor Duct Length i d 0.9652 m Led 0,0111 

Plenum Length h 0.8270 m Lp 0.00947 

Compressor Speed N, 4700,10500 rpm N2 0.10,0.22 
Reference Time t 0.256602 s 
Reference Pressure P 101.3 KPa 
Reference Temperature T 288 °K -

sensors. The maximum error incurred in computing Mach 
number at peak operating condition, based on manufacturer 
[44] specified error limits on sensors, is 2.5 percent. The 
corresponding error in dimensionless pressure is 2.3 percent. 

The geometric parameters and constants of the LICCHUS 
axial compressor rig are listed in Table 4. The reference 
parameters (p, T, and ?) listed in this table were required for 
nondimensionalization of variables. Sea level standard condi
tions were chosen for p and T, while t was_ chosen as the 
Helmholtz period of the system based on a L/A and V for 
the compressor duct and plenum combination, i.e., 

t = r^-= y(Lcd/Acd + Lp/A^[LcdAcd + LpAp) . 

To choose 1 to get one surge cycle to occur in one dimension
less time unit, effective lengths would need to be used for 
this calculation [3], However, the effective lengths are time 
varying quantities, so this could not be done. Therefore, the 
dimensionless time period required for a surge cycle gives an 
indication of the difference between the physical lengths 
used to compute ? and the effective lengths used in the 
model of the system. 

3 One-Dimensional Model Development 
The generic compression system model of [3] was applied 

to the LICCHUS multistage axial compressor rig [4] config
ured for single-stage operation. The discussion of this devel
opment given here is quite brief, and the reader is referred to 
[1] for further details. A diagram of this rig is shown in Fig. 1 
with the station numbers indicated. When configured for 
single-stage operation, the rig is made up of the following 
components: inlet, single-stage compressor, compressor dis
charge bleed, compressor duct, abrupt area change, plenum, 
plenum bleed, nozzle duct, and nozzle. When discretizing the 
spatial domain of this system, it was found that all that was 
required was a single element for each component (models 
with multiple elements for each component gave identical 
results [45]). Thus, all components in which dynamics are not 
residualized are modeled with three first-order ODEs. Of the 
components above, the dynamics are residualized in the 
compressor discharge bleed, abrupt area change, plenum 
bleed, and nozzle. Therefore, the developed model consists 
of 15 first-order ODEs [45]. Using this model, excellent 
agreement between the model and experimental data was 
obtained [45]. It was found, however, that model order could 
be reduced by eliminating the inlet and nozzle duct compo
nents from the model without sacrificing the agreement be
tween the model and experimental data [45]. Therefore, the 
inlet and nozzle duct are not considered as components in 
the model given here, and the resulting model consists of 
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nine first-order ODEs. The model for this rig is now given 
along with some of the foundational equations used in its 
development [1, 2]. 

3.1 Foundational Equations. In this section we list some 
foundational equations developed in [1, 2], which were used 
in the development of the model given in this paper. We first 
define some notation in Tables 1 and 2 for dimensional and 
dimensionless variables, respectively. In addition, we define 
the notation that Mk_ ,0): = M(xk_,, t) and Mk(t): = M(xk, 
t), where xk_x is the position of the entrance of the A;th 
element, xk is the position of the exit of the A:th element. 
Similar notation is used for other variables. Now, the dis-
cretized form of the dimensionless equations for unsteady 
compressible viscous quasi-one-dimensional flow of a calori-
cally perfect single species gas in the kth finite element of a 
component can be written as [2]: 

Fig. 4 Compressor dimensionless total pressure change map 

d M*_, 1 M* "M t _ , 
e(h -uPk-uLk,y)Jt Pk = S(M t , y ) Pk 

sk 

~Pk-\ 

- * / t - i 

~m4(}Ak,e
Ak-\/L\,Ak-Ak_„Nk__ i. y . R e t _ i . P r , ^ . * -

- m5(Mk,e
A^VL2

k,Ak-Ak_l,Nk_ i. y . ReA_ . .Pr,7;, t-
m6(Mk,e

A*-VL2
k,Ak-Ak^,Nk_ i - y ^ R e ^ i . P r . T , , . * -

- T k - X ) 

- 7 i - . ) 

+ * ( •** - !>p*- i . ^ * > y ) JtAk- (1) 

The matrix H(M, y) is made up of influence coefficient 
functions f,-y which are known functions of M and y defined 
in [1, 2], and 

;(s, p, L) = L i - ( l /2)[ , t + ( y - l / y ) / ) ] 

and 

y 
-Pk-

The maps, m4, m5, and mh, in these equations account for 
the forcing terms Q, fs, and fw, in the quasi-one-dimensional 
flow equations. They are equal in steady state to the differ
ences Mk - M*_„ pk •Pk-u and sk across the ele
ment, respectively. Identification of these functions is dis
cussed further in [1, 2]. 

3.2 Model Equations. In this section, we list the equa
tions that form the model for the axial rig. These equations 
were obtained by applying the model developed for a generic 
compression system in [3] to the LICCHUS axial compressor 
rig in a single-stage configuration. This model assumes that 
the flow consists of a calorically perfect single species gas at 
all points in the system. Air (y = 1.4), being a uniform 
mixture of nonreacting gases for temperatures encountered 
in this system, is regarded as the single species gas of interest 
for this model. 

Compressor. For this model, the compressor is the first 
component considered. The experimentally determined maps 
required in the compressor model are listed as follows: 

dimensionless entropy change is computed from the corre
sponding pressure rise by assuming that the fluid density is 
essentially constant across the compressor (i.e., p2 = p24) 
and using the ideal gas law. This computation was required 
because the very low temperature rise across the compressor 
was within the precision of the thermocouples and could not 
be measured. Hence, in dimensionless form, the steady-state 
entropy change across the compressor is: 

y - l 
^ = (T2A ~ T2) (P2i ~ Pi) 

y 

= (/>24 - / > 2 ) / y = / r 2 ( M 2 4 ' N2)/y. 

The dynamic equations for the compressor stage can then be 
written as: 

— M, = 
dt 2 — Un(M 2 4 , y ) (M 2 4 -M 2 ) 

+ £ l 2 ( M 2 4 , y ) ( p 2 4 - p 2 - tTp) 

+ £ l 3 ( M 2 4 , y ) ( S 2 4 - S 2 - *s)] ( 5 ) 

Jtp™ 
-U 2 , (M 2 4 , y ) (M 2 4 -M 2 ) 

+ ^22(M24- y ) (>24 -Pl~ ITp) 

^ = / c 2 ( M 2 4 , N2) 

^ = / r f ( M 2 4 , N2)/y 

(2) 

(3) 

(4) 

+ £ 23(M 2 4 ,y)(s : 24 O] (6) 
„('/2)7'2 

dt L„„ 
•[^(M24,y)(s24-s2-n,)]. (7) 

The steady-state Mach number change across the compressor 
was found to be negligible. The map fc2 depends only on the 
flow Mach number and the dimensionless compressor speed 
and is plotted in Fig. 4. The Mach number axis of this plot is 
scaled by N2 to keep the range for each speed on a similar 
scale. Other variable dependencies were determined to be 
negligible for this system and were dropped. The steady-state 

Since this is the first component of the system, p2 and s2 are 
inputs to the system and to this component. 

Compressor Discharge Bleed. The equations for this com
ponent are: 

M 2 4 =/ s ; ) , ( c 2 4 ) (8) 

where 

Journal of Turbomachinery JANUARY 1995, Vol. 117/51 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



j v, - K y + l)/2(-y- D] 

P25 = P24 ^25 = •S24 

P24fc = P24 S24b = ^24 ' 

where 

_ 1 \ - K y + l ) / { 2 ( y - l ) } ] 

M , / re[(7-D/7K/'246-pJ24/>) _ 1] , M24fe < 1. 
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(9 ) 

Here , M24fc is the Mach number at the exit of the compressor 
discharge bleed valve. The dimensionless static pressure at 
the compressor discharge bleed, ps24i,> ls a n i n P u t t 0 t n e 

system and to this component . It is defined in the same 
manner as dimensionless total pressure in Table 2 (i.e., 
Pmb = ln(/>S24ft/p))-

Compressor Duct. This component consists of ducting with 
frictional losses. The experimentally determined maps re
quired for the duct model are: 

X„=fd2(M3,N2), (10) 

to = M 3 - U c 2 5 ) . (11) 

where 

-Ky+0/(2(7-0)1 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0,45 
M3/N2 

Fig. 5 Compressor duct dimensionless total pressure loss map 

distance; therefore, the dynamics are residualized. For for
ward flow, the equations for this component are: 

where 

M 3 =/„«,<• ( c .O 

7 - l 

(15) 

c3 =e-43i-<43M3 1 1 + M2
3] 

1/2 

P3\ =Pi + 

and 

expU3 1 + 

Xs 

y - 1 
Mi 

and 

y 

s3i = s3 — In 

In 
2 - M ^ + y M ^ 

2 - M2, + M^y 

2 - M 2 , + 7 M 5 ! 

2 - M l + 7 M 5 

7 - 1 
-Xn-

The map faac(cuac) is given in [3]. As explained in [3], the 
equations for reverse flow in this component are: 

The map fd2 depends only on the flow Mach number and the 
dimcnsionless compressor speed and is plotted in Fig. 5. The 
dependence on N2 is due to the swirl that exists in the 
compressor duct since the flow does not exit the compressor 
in an axial direction. The Mach number axis of this plot is 
scaled by N2 to keep the range for each speed on a similar 
scale. Other variable dependencies were determined to be 
negligible for this system and were dropped. The map 
/ c o n ( c 2 5 ) is given in [3]. The dynamic equations for the com
pressor duct are: 

M 3 = / „ ( C 3 r ) (16) 

where 

c3r = e ( / 13i--"3)M3 1 | 1 + 
7 - 1 

M2,, 

- [ (y+D/ (2 (y - l» ] 

d e ( 1 / 2 ) T 2 5 

p3l =p3, and s3l = s 3 . 

Plenum. This component consists of ducting in which all 
forcing is negligible, and the dynamic equations are: 

dt 
"M 2 5 = U n (M 3 ,y ) (M 3 -M 2 5 -* M ) 0(1/2)7'3| 

-lcd,f 

+ £ i 2 ( M 3 , y ) ( / > 3 -Pis - xP) 

+ £l3(M3,y)(s3-S2S-xj] (12) 

dt 
-M„ = • [ f 1 1 ( M 4 , y ) ( M 4 - M 3 1 ) 

d e ( ' /2)r 2 5 

+ f 1 2 ( M 4 , 7 ) ( P 4 - P 3 , ) + ^ , 3 ( M 4 , 7 ) ( ^ 4 - ^ l ) ] (17) 

d e < 1 / 2 ) r s l 

dtP3 Led<e 
[^(M3,y)(M3-M25-xM) dtP« ~ L„ 

- [ f 2 1 ( M 4 , 7 ) ( M 4 - M 3 l ) 

d e 
*3 = 

dt 

+ ^ 2 2 ( M 3 , 7 ) ( P 3 'Pis ~ Xp) 

+ ^(M3,y)(s3-s2S-Xs)] (13) 

(1/2)7-25 

- U 3 3 ( M 3 > 7 ) ( * 3 - * 2 5 - * i ) ] - (14) 

Abrupt Area Change. This component models the abrupt 
area change from the compressor duct discharge into the 
plenum. This area change occurs over a very short axial 

+ £ 2 2 ( M 4 , ? ) ( />„ -p3]) + f a ( M 4 , 7 ) K - v3 1)] (18) 

d eO/2)T3l 

Jt
s4= — [ f 3 3 ( M 4 > 7 ) ( s 4 - i 3 1 ) ] . (19) 

Plenum Bleed. The equations for this component are: 

M 4 = / i 7 , , ( c 4 ) (20) 

where 
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Fig. 6 Model computational diagram 
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(21) 

Here, M3fi/) is the Mach number at the exit of the plenum 
bleed valve. pmh is an input to the system and to this 
component. 

Nozzle. In this component, the fluid undergoes an isen-
tropic area change, which occurs over a very short axial 
distance; therefore the dynamics are residualized. The result
ing equations for this component are: 

M41 = / „ ( c 4 1 ) (22) 
where 

7 - 1 
c41 — e 

P<-> ~ P41 S9 = s41 

- [ (7+ l ) / ( 2 ( y - l » ] 

M9 
7 - 1 

[e[(y-i)/?KM-/v)) _ 1] ; M9 < 1. (23) 

ps9 is an input to the system and to this component. 

3.3 Model Computation. Equations (2)-(23) constitute 
the overall compression system model, which consists of nine 
ODEs with related algebraic equations. A model computa
tion flow diagram is given in Fig. 6. In this diagram, solid 
blocks represent elements that have dynamics associated with 
them, and dashed blocks represent elements in which dynam
ics have been residualized. All inputs to a dynamic element 
are required in order to do a state update, and all inputs to a 
static element are required to compute the outputs of the 
static element. Inputs that do not originate from any of the 
blocks are external inputs to the model. The states of the 
model are outputs of the solid blocks (dynamic elements). 
Explicit model computation requires that all inputs to the 
dynamic elements can be computed without iteration using 
the initial conditions of the states (outputs of the dynamic 
blocks) and the various inputs to the model. Critical points 
for the development of an explicit model occur if there are 
two static blocks next to each other in the computational flow 
diagram requiring possible iteration to obtain the inputs to 
neighboring dynamic elements. For this model there is only 
one point where there are two static blocks next to each 

other (plenum bleed and nozzle). However, the dashed box 
around these two static blocks indicates that they can be 
considered as a single static block. This means that if all 
inputs to the large dashed block are known, all outputs can 
be computed as well as any internal variables. Now, it can 
easily be seen that all inputs to the dynamic elements can be 
obtained from the initial conditions of the states and the 
various model inputs. Thus, our model is explicit. Model 
simulations can then be done using any explicit ODE solver 
with the model equations. The FORTRAN subroutine 
LSODA [46] is used for simulation results in this paper. This 
routine solves both stiff (using backward difference formula 
method) and nonstiff (using predictor-corrector method) sys
tems of differential equations and automatically switches 
between the methods as required while solving a system of 
equations. 

3.4 Parameter and Map Identification From Experimen
tal Data. In this section, we describe the procedure used in 
experimental identification of various parameters and maps 
for the developed model. 

Data Acquisition. Since this rig, in the configuration con
sidered here, exhibits a strong rotating stall mode at a 90 Hz 
fundamental frequency as well as a strong surge mode at 
around 3 Hz fundamental frequency, data are acquired at 
two different rates. All of the circumfercntially distributed 
pressure sensors located close to the compressor, namely at 
stations 2, 24, and 27, are filtered with two-pole low-pass 
Butterworth filters that have cut-off frequencies of 1000 Hz. 
These fast sensors are then sampled at a very high rate of 
10,000 samples per second to avoid aliasing. All other sensors 
are filtered similarly at a cut-off frequency of 100 Hertz and 
arc then sampled at a rate of 1000 samples per second to 
once again avoid aliasing. The data are finally digitally fil
tered using a two-pole Butterworth filter with an appropriate 
cut-off frequency. This cut-off frequency is chosen to elimi
nate signal noise and to emphasize the specific physical 
phenomenon of interest. 

Experimental Determination of Forcing Maps. In order to 
measure the steady-state compressor performance map, -n , 
and the steady-state compressor duct pressure loss map, \ , 
at several constant speed values, a temporary modification 
was made to the system configuration. A duct was made to 
connect the compressor discharge duct directly to the exit 
nozzle, thus bypassing the plenum entirely. The absence of a 
large downstream volume enabled the system to operate 
stably (annulus average) without surge over the entire range 
of system operating conditions. This global annulus average 
stability results because the compliance of the fluid in the 
plenum has been eliminated from the system. Approximately 
40 steady-state data points were taken for each speed line. 
Each of these data points was obtained by time averaging of 
nearly 300 raw data points. The boundaries of rotating stall 
are also shown on the compressor map in Fig. 4 for refer
ence. There is a slight hysteresis associated with the onset 
and cessation of rotating stall in this rig. However, the region 
is so small that for the purposes of the one-dimensional 
model developed in this paper, it can be assumed to be 
negligible. Of course, when considering a two-dimensional 
model for use in rotating stall control, this will not be the 
case. In addition, for a multistage configuration this region of 
hysteresis may not be small and thus cannot be neglected. 

Model Parameter Identification. In the developed model, 
all area parameters were identified by using physical values 
(Table 4), while the length parameters were identified by 
calculating effective lengths as discussed in [3]. The effective 
lengths account for the helical path of the flow as it travels 
through components where swirl or rotation is present. For 
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the compressor, there is rotation in the rotor, and the effec
tive length of the rotor path is computed as follows: 

N2 - 0.217901 (All dolo tillered at 50 Hz) Experiment m r . Model . Steady State Map 

1 N* 2 -A, 
1 4- r • P

 2 i 
1 M?/"p 

-0'24-T2)\ 1 -f -Ml* 

1 + J?*-* e-« 
M?/ t ,p ' 

(24) 

where rtip is the dimensionless tip radius of the compressor 
and L, is the axial length of the rotor. Therefore, the 
effective length of the compressor becomes 

Lcc, - L r , e +LS, (25) 

where Ls is the axial length of the stator, where no 
rotation/swirl can exist. In the compressor duct, however, 
while swirl does exist and an effective length must also be 
calculated, the rotational speed of the flow is not directly 
defined by the rotor speed and hence must be estimated. 
Therefore, a similar relation to that for the compressor was 
used with an added parameter to define this speed. This 
parameter is tuned to give good matching between model 
and experimental data. This parameter gives the ratio of the 
average duct rotational speed to the compressor rotational 
speed and is called ed. Therefore, the effective length of the 
compressor duct is 

Lr. 1 + 
(edN2)

2 

Mi TV" -4 3 (26) 

where Lcd is the axial length of the compressor duct. A table 
of tuned values for ed as a function of compressor rotational 
speed is as follows: 

N2 0.170 0.186 0.199 0.218 

ed 0.10 0.11 0.115 0.120 

The fact that ed is approximately constant speaks well for the 
utility of the empirical relation (26). For the plenum, no 
rotation/swirl is present, and thus no effective length needs 
to be computed. 

4 Open-Loop Model Validation 
In this section, open-loop model validation is addressed 

through comparisons of the model to experimental data. 
These comparisons focus on forced transients and nonlinear 
dynamics/bifurcations. 

4.1 Forced Transients. In this section, some open-loop 
behaviors of the compression system are demonstrated. These 
behaviors involve the transient responses to changes in the 
nozzle area. Transient responses to changes in the other 
actuators in the system (compressor discharge and plenum 
bleeds) give similar results to those shown here for the nozzle 
[45]; however, for brevity they are not shown. All open-loop 
model simulations presented in this paper have been gener
ated using actual experimental data for the various inputs to 
the model. 

In Fig. 7, a comparison between model and experiment is 
given for N2 = 0.218 in which the system starts out in a 
stable operating condition and the nozzle is closed causing 
the system to surge. As can be seen, the match between 
model and experimental data is quite good. The error at very 
low Mach numbers (see M 3 traces) can be attributed to 
sensor accuracy/limitations. The dotted lines in the phase 
plane plots are steady-state maps from the model, which are 
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Fig. 8 Transient into surge (high speed) using physical lengths 

plotted for reference. For brevity, plots for this scenario at 
other speeds are not given here, but they show agreement as 
good as that shown in Fig. 7 [45]. 

The nonlinear model was modified and run using physical 
lengths instead of effective lengths to see the effect. In Fig. 8, 
it can be seen that the surge frequency of the model no 
longer matches the experimental surge frequency, and the lag 
in the compressor pressure rise is no longer present in the 
model phase plane plot. Inputs for these plots are the same 
as in Fig. 7. A first-order lag on the compressor pressure rise 
[6] was then added to the model with physical lengths to see 
if a better match between the model and experimental data 
could be obtained. The lag was tuned to get a match in 
frequency with experimental data. As can be seen in Fig. 9, 
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Fig. 10 Stable transient near transition to rotating stall 

the amplitude and nonlinear character of the time traces of 
p24 and M24 do not match the experimental data as well as 
the time traces match in Fig. 7. Also, the nonlinear character
istic of the lag in compressor pressure rise is not pear shaped 
(see phase plane plots) as it is in the experiment and the 
model using effective lengths. This is due to the fact that the 
lag is fixed in this model instead of varying with Mach 
number and dimensionless compressor speed. Inputs for Fig. 
9 are the same as in Fig. 7. As is indicated by the above 
comparisons, the best match between model and experimen
tal data is obtained when effective lengths are used in the 
model. 
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Fig. 11 Transient showing coexistent stable equilibrium and sta
ble periodic solution 

In Fig. 10, a transient is shown that begins with stable 
operation where no rotating stall exists. Then, a nozzle 
perturbation is introduced that moves the operating condi
tion temporarily to a point where rotating stall does exist 
[45], and then returns the system to its original point. The 
match between model and experiment in this transient indi
cates the ability of the model to accurately predict the 
annulus average behavior of the system in the region of 
transition between axisymmetric and nonaxisymmetric flow. 
In the experimental phase plane plot of this figure, there 
seems to be a lag in the compressor pressure rise, which is 
not present in the model. This lag seems to be associated 
with the onset of rctating stall, and a two-dimensional model 
is probably required to predict this lag. Another possibility to 
account for this lag in some way is to add another input 
associated with rotating stall to the one-dimensional model. 
However, except for this lag, the match between the model 
and experimental data is quite good. 

The comparison of model and experiment in Fig. 11 shows 
an interesting behavior of the model near the region of 
system instability. As can be seen, the system starts out in 
stable operation, and the nozzle area is perturbed for a short 
period of time and returned to its original position. The 
system does not, however, return to stable operation; it 
enters surge instead. Thus, at these parameter settings there 
exists both a stable equilibrium point and a stable periodic 
solution. Further discussion of this behavior is given in Sec
tion 4.2. 

4.2 Nonlinear Dynamics and Bifurcations. In this sec
tion, we discuss the global nonlinear dynamic behavior of the 
compression system model given in Section 3. To do so, we 
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turn to bifurcation theory. Bifurcation theory addresses the 
qualitative changes in system behavior, characterized by 
changes in stability and number of steady states, as the 
parameters of the system are varied. 

The application of bifurcation theory involves first deter
mining the steady state solutions of the system as a parame
ter is varied [5]. Then, the eigenvalues of the linearized 
system are computed, at each value of the parameter, to 
determine the local stability of the steady state. However, at 
some equilibrium points the eigenvalues of the linear system 
provide no information about the local behavior of the sys
tem. These equilibrium points are termed bifurcation points, 
and are characterized by the existence of a zero eigenvalue 
(at a static bifurcation point) or a pair of purely imaginary 
eigenvalues (at a Hopf bifurcation point). At a static bifurca
tion point, there is a change in the number of steady-state 
solutions when system parameters are varied. At a Hopf 
bifurcation point, a periodic solution is born in a close 
vicinity of the steady-state solution [47]. The type of Hopf 
bifurcation point is identified by the stability of periodic 
solution that arises. The Hopf point is said to be supercritical 
whenever the periodic solution is stable, and subcritical 
whenever it is unstable [47]. The system behavior in the 
neighborhood of the two types of Hopf bifurcation points, 
supercritical and subcritical, differs distinctly. As the parame
ter is changed from a stable equilibrium to an unstable 
equilibrium point across a supercritical Hopf bifurcation 
point, a small-amplitude stable periodic solution emerges. 
Both the amplitude and period of the periodic solutions 
increase as the system parameter is increased. When the 
parameter change is reversed, the amplitude of the periodic 
solution gradually decreases until the periodic solution ceases 
to exist at the Hopf point, and the steady state becomes 
stable. On the other hand, changing the parameter from a 
stable equilibrium to an unstable equilibrium across a sub-
critical Hopf bifurcation point results in the sudden appear
ance of a large-amplitude stable periodic solution. On revers
ing the parameter change, stable periodic solutions persist 
beyond the Hopf point and coexist with unstable periodic 
solutions, which are born at the subcritical Hopf point [47]. 

Since there are experimentally measured maps embedded 
into the model for which bifurcation analysis (and subsequent 
control design) is being performed, it is imperative that these 
maps be smooth enough to be several times differentiable 
and accurate enough to give good interpolated estimates 
between measured data points. These represent conflicting 
objectives in this rig where there is a reasonable amount of 
scatter in data due to the low signal-to-noise ratio. In order 
to smooth the map data, we use the smoothing spline algo
rithm described in [48], The amount of smoothing done is 
determined by the smoothing parameter, S, which is an input 
to the algorithm. This parameter is an upper bound on the 
error between experimental data points and smoothed data 
points. The algorithm fits the map with the cubic spline, 
which minimizes the second derivative of the map subject to 
the error constraint given by S. To do the smoothing, a 
variance of 2.5 percent was allowed in Mach number mea
surements and 2.3 percent in total pressure measurements. 
These values are based on the accuracy of the measurement 
sensors as specified by the sensor manufacturers [44], The 
smoothed maps are obtained by first smoothing maps of the 
Mach number measurements and total pressure measure
ments individually as a function of the known throttle param
eter Ag. The resulting smoothed maps are then combined to 
form the map used in the model. To choose an appropriate 
value of S, the following condition is used: Since the stability 
of an equilibrium point is determined by the slope (and 
hence, the degree of smoothness) of the maps of the model 
evaluated at that equilibrium point, the value of S is selected 
to ensure that the stability regions predicted by the model, 
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Fig. 12 Bifurcation diagram 

using the smoothed maps, correspond to those observed 
experimentally. A more detailed procedure for smoothing 
(not employed here) would involve matching not only regions 
of instability but also regions and amplitudes of periodic 
solutions exhibited by the model to those seen in experiment. 

To apply the bifurcation theory outlined in the foregoing 
discussion to the compression system model, we use the 
numerical software program AUTO [49]. This software is 
based on the pseudo-arc length continuation algorithm and is 
capable of continuing both static and dynamic steady-state 
solution branches as system parameters are varied. The di-
mensionless nozzle area, A9, is regarded as the principal 
system parameter, while the dimensionless speed, N2, is 
considered as an auxiliary parameter in generating the bifur
cation diagrams. The bifurcation diagram for N2 = 0.218 and 
N2 = 0.170 are given in Fig. 12. In this diagram, the loci of 
stable equilibrium points are denoted by solid lines, and the 
loci of unstable equilibrium points are denoted by dash-dotted 
lines. The Hopf bifurcation points are marked with an X. 
Additionally, the local maximum values of M24 and p4 - p2 

on the periodic solutions corresponding to different values of 
parameter, A9, are represented by circles on the same plot. 
The solid circles depict stable periodic solutions, while the 
open circles depict unstable periodic solutions. As can be 
seen, the model does not have any static bifurcation points at 
either speed, but it does have two subcritical Hopf bifurca
tion points for N2 = 0.218 and two supercritical Hopf bifur
cation points for N2 = 0.170. 

The existence and location of the Hopf bifurcation points 
are determined experimentally by tracing out the bifurcation 
diagram in Fig. 12. This is accomplished by very slowly 
varying the nozzle area. Due to this quasi-static variation of 
the nozzle area, the system operates approximately at 
steady-state conditions at all values of the nozzle area. Hence 
the points at which periodic solutions appear are clearly 
identified as the Hopf bifurcation points. The experimentally 
measured Hopf points are indicated in Fig. 12 by a + , and 
the match with that predicted by the model is good (the 
experimental points can hardly be seen as they are covered 
by the model Hopf points). This is, of course, expected 
because the smoothing of the maps embedded in the model 
was done to ensure that the regions of instability of the 
model were matched. The type of each Hopf bifurcation 
point can be determined experimentally by finding out where 
the periodic solutions disappear when moving the nozzle 
area back toward the value corresponding to the Hopf point. 
If the periodic solutions disappear at the Hopf point, then it 
is a supercritical Hopf bifurcation. However, if the periodic 
solutions disappear beyond the Hopf point, then it is a 
subcritical Hopf bifurcation. In the experiment, it was found 
that both Hopf bifurcation points were subcritical for N2 = 
0.218 and that both Hopf bifurcation points were supercriti-
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cal for N2 = 0.170 validating the behavior predicted by the 
model. Similar agreement was obtained for the location and 
types of Hopf bifurcation points for other speeds [45]. 

In the region near a subcritical Hopf bifurcation point, the 
coexistence of a stable equilibrium point, an unstable peri
odic solution, and a stable periodic solution divides the phase 
plane into three regions as shown in Fig. 13. The unstable 
periodic solution (depicted as dashed lines in Fig. 13) serves 
as the separatix for the regions of attraction of the stable 
equilibrium and the stable periodic solution. The unstable 
periodic solution was obtained by using the trajectory revers
ing technique discussed in [50]. The uncontrolled system 
response with initial conditions in region (a) of Fig. 13 traces 
out a trajectory that asymptotically approaches the stable 
equilibrium, while initial conditions in regions (b) or (c) trace 
out trajectories in the phase plane that asympotically ap
proach the stable periodic solution. The coexistence of a 
stable equilibrium and a stable periodic solution in both the 
model and experimental data is the behavior described ear
lier in Fig. 11. 

5 Closed-Loop Model Validation 
In this discussion we demonstrate the control of surge via 

feedback compensation using the nozzle as the actuator. 
These controllers are designed directly from the model and 
implemented in experiment, with no a posteriori tuning of 
controller parameters, in order to validate the model for use 
in model based control design. 

The analytical linear model obtained for this system [45] 
was used to generate eigenvalues for the system at each of 
the following operating conditions, which are marked in Fig. 
12 for N2 = 0.218: 

equilibrium point or a surge limit cycle is a possible stable 
condition. 

As can be seen, there is a complex conjugate pair of 
eigenvalues that has positive real parts (sixth and seventh) at 
the surge point (this instability leads to the surge limit cycle) 
and has negative real parts for the peak and coexistent point. 
The modes corresponding to these eigenvalues can be de
duced from a transformation matrix obtained from the in
verse of the eigenvector matrix in real modal form. For this 
unstable complex conjugate pair, it was found that the mode 
is predominantly made up of the states M25 and p4 [45]. This 
analysis seems to give insight toward what are the best sensed 
variables to consider for control design, namely M25 and p4. 
Of course, the ability to obtain these measurements must 
also be taken into account when control configurations are 
being considered. Now, M25 is not an easily measured quan
tity, but ps4, which is essentially equal to p4, is an easily 
measured quantity. Three controllers are designed, there
fore, using A g as the actuator and ps4 as the sensed variable, 
as shown in the block diagram given in Fig. 14. As can be 
seen in this diagram, the variable ps4 is sensed and its 
nominal value ps4:„om is subtracted from it. This signal goes 
into the surge controller, which computes the signal 8Aqjimge. 
This value is then added to the nominal value A; n o m to 
obtain the signal ^49jCont. An additional signal A%disl is shown, 
which can be added to create disturbances in the closed-loop 
system. The resulting signal ^9 id l,mllnd is then used to drive 
the actuator for the nozzle area. One controller was designed 
for each of three operating conditions shown in Fig. 12 for 
N2 = 0.218: the surge point, the peak point, and the coexist
ent point. 

The controllers were designed by first forming an aug-

Surge 

1 -4.9161e + 02 + 1.3377e + 03/ 
2 -4.9161e + 02 - 1.3377e + 03/ 
3 - 1.5472e + 01 + 2.8477e + 02/ 
4 - 1.5472e + 01 - 2.8447e + 02/ 
5 -9.5749e + 00 
6 5.4883e - 01 + 4.7300e + 00/ 
7 5.4883e - 01 - 4.7300e + 00/ 
8 -3.0696e + 00 
9 - 1 . 6 9 9 9 e - 0 2 

Peak 

-8.4670e + 02 + 1.2260e + 03/ 
-8.4670e + 02 - 1.2260e + 03/ 
-3.7123e + 01 + 4.1699e + 02/ 
-3.7123e + 01 - 4.1699e + 02/ 
- 2.5081 e + 01 
-6.3747e - 01 + 5.2776e + 00/ 
-6.3747e - 01 - 5.2776e + 00/ 
-5.8211e + 00 
-2.9223e - 02 

Coexistent 

-5.2286e + 02 + 1.3369e + 03/ 
-5.2286e + 02 - 1.3369^ + 03/ 
-1.6418<? + 01 + 2.9800e + 02/ 
-1.6418c + 01 - 2.9800e + 02/ 
-1.0713e + 01 
-1.3369<? - 01 + 5.0062e + 00/ 
-1.3369e - 01 - 5.0062e + 00/ 
-3.3125e + 00 
-1.8089e - 02 

where the surge point refers to a point where a surge limit 
cycle is the only stable condition, the peak point refers to the 
stable equilibrium point at the peak of the pA - p2 curve of 
Fig. 12 that is near the rotating stall inception point, and the 
coexistent point refers to a point where either a stable 

Surge Controller 

steady state mop 
- stable periodic solution 

stable equilibrium 
- unstable periodic solution 

1-D Sensing 
2 pole, 100 Hz 

Ant-Allasing Filter, 
1 KHz Sampling rale 

ps4 

ps4, nom 

Fig. 13 Coexistence stable/unstable periodic solutions and stable 
equilibrium point 

:£ 
SURGE 
CONTROLLER 

1 -D Actuation, 70 Hz BW 

A9, demand 

( + \ * — A9, dist 

A9, cont 

5A9, surge 
A9, nom 

Fig. 14 Controller block diagram 
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Fig. 15 Control at surge point 

mented linear plant which was obtained by: (1) reducing the 
transfer function model order by truncating states in the 
balanced realization with small Hankel singular values [51] 
using the Matlab [52] m-file schmr, (2) appending experimen
tally determined actuator dynamics to the plant; the transfer 
function for these dynamics is given as follows: 

1 W 1 

9.9341 X 10_i sl + 0.0105755 + 1 ) \ 0.0077530s + 1 
(27) 

and (3) appending the 100 Hz Butterworth anti-aliasing low-
pass filter, which is on ps4, to the plant along with another 50 
Hz Butterworth low-pass filter to reduce signal noise seen by 
the controller. Once this augmented plant was obtained, 
control design was performed and the controller combined 
with the 50 Hz Butterworth filter became the controller that 
was implemented. 

For the surge operating condition, the linear dynamics 
about the equilibrium point were unstable. The controller 
was designed to achieve optimally robust stabilization in the 
presence of stable additive perturbations to the normalized 
left coprime factorization of the plant using the algorithm 
described in [53]. The resulting controller was reduced in 
order using the same technique used for reducing the plant. 
The reduced order controller was then used to form the 
closed-loop plant, and closed-loop damping, gain margins, 
and phase margin were checked. It was found that the 
closed-loop damping was not very high (£ = 0.11), but that 
the gain margins ( - 1 3 dB, -5 .1 dB) and phase margin ( + 46 
deg) were quite good. Therefore, the upper gain margin was 
partially sacrificed to obtain increased damping by increasing 
the gain of the controller. The final fourth-order controller 

Point 
Model Gain 

Margins (dB) 
Exp. Gain 

Margins (dB) 
Model Time 
Delay (sec) 

Exp. Time 
Delay (sec) 

Surge 
Coexistent 
Peak 

+8.17, -11.2 
+12.2, -oo 
+ 14.9, -oo 

+6.85, -5.51 
+ 11.1,-oo 
+ 11.4, -oo 

.0753 

.1113 

.1305 

.025 

.042 

.057 

was obtained by doubling the gain of the original controller. 
The final closed-loop damping ( ( = 0.51), gain margins (+ 8.2 
dB, - 1 1 dB), and phase margin ( + 53 deg) were all quite 
good. For brevity, the parameters for this controller are not 
listed here; however, they can be found in [45]. A comparison 
between the model and experiment of the controlled system 
is given in Fig. 15. In these plots, the system starts out in 
surge with the controller turned off. Then, at time t = 1.4 
the controller is switched on, and the system is stabilized. As 
can be seen, these plots show good agreement between 
model and experiment and validates the model for use in 
model-based control designs. It was found, however, that 
although surge has been eliminated, rotating stall still exists 
in the controlled system, as expected [45], Experimentally 
measured gain and time delay margins (phase margins cannot 
be measured) were obtained and are shown in Table 5 to 
compare reasonably well to those predicted by the model. As 
an additional comparison between the model and experiment 
under control, a closed-loop bifurcation diagram was gener
ated for the system with the controller designed at the surge 
point. In the closed-loop bifurcation diagrams, the parame
ters of the linear controller designed at a particular point are 
used for a linear controller about the uncontrolled equilib
rium point for each value of the parameter A^. The closed-
loop bifurcation diagram for the controller designed at the 
surge point is given in Fig. 18. As can be seen, the system has 
been stabilized at the design point, and the entire region of 
instability of the system has been eliminated. Experimentally 
measured equilibrium points of the controlled system are 
also indicated on the diagram with a + , and there is some 
discrepancy between the model and experiment. We believe, 
however, that the discrepancy in this diagram and in the 
margin comparisons is due to the fact that in the experiment, 
the controllers are implemented as quantized (or digital) 
discrete time systems, while in the model they are simulated 
as continuous systems. Further investigation of this point will 
be carried out in future work. 

It is worthwhile to state here that the prospect of stabiliz
ing surge with proportional feedback control from Ay to pH 

was also investigated. However, it was found by looking at 
root locus plots that the system is not stabilizable at all 
operating conditions under such a fixed proportional control. 

For both the peak and co-existent points, the controller 
was designed differently than for the surge point. For these 
points, the linearized dynamics were already stable and the 
objective was to increase the damping of the system. For this 
objective, it was sufficient to use a constant gain combined 
with the 50 Hz Butterworth filter. The design criterion was to 
give damping of f = 0.7 while retaining acceptable gain and 
phase margins. For the peak point, the constant gain multi
plying the 50 Hz Butterworth filter was -109, and the 
resulting closed-loop damping (£ = 0.7), gain margins (+15 
dB, -<» dB), and phase margin ( + 95 deg) were all quite 
good. For brevity, the parameters for this controller are also 
not listed here; however, they can be found in [45]. A 
comparison between the model and experiment of the con
trolled system is given in Fig. 16. In these plots, the con
troller is always on; however, for a short period of time a 
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Fig. 16 Control at peak point 

disturbance, AJidist, is added to perturb the system away from 
equilibrium. The same disturbance was introduced in Fig. 10 
for the uncontrolled system. The controller output, A9cont, is 
shown in Fig. 16 along with the disturbance A9dist seen by 
the system. As can be seen, these plots show good agreement 
between model and experiment and that the damping of the 
system has definitely been increased as indicated by the 
reduced or eliminated overshoot in various time traces (for 
example M24) when compared to Fig. 10. A comparison of 
experimentally measured gain and time delay margins for this 
controller to those predicted by the model is given in Table 5, 
and they are shown to compare reasonably well. The closed-
loop bifurcation diagram based on the peak controller is 
given in Fig. 19. In this diagram, it is seen that the controller 
designed at the peak also had some effect at points other 
than the design point. In fact, the region of instability has 
been significantly reduced as is evident by the decreased 
interval between the two Hopf bifurcation points. The experi
mentally measured equilibrium points are indicated on this 
diagram with a +, and once again there is some discrepancy 
between model and experiment, which we again attribute to 
the digital controller implementation. 

For the coexistent point, the constant gain multiplying the 
50 Hz Butterworth filter was -192, and the resulting closed-
loop damping (£ = 0.7), gain margins ( +12 dB, -°o dB), and 
phase margin (±78 deg) were all quite good as well. The 
parameters for this controller can be found in [45]. A com
parison between the model and experiment of the controlled 
system is given in Fig. 17. In these plots once again, the 
controller is always on, and for a short period of time a 
disturbance, A,ldht, is added to perturb the system away from 
equilibrium. The same disturbance was introduced in Fig. 11 
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Fig. 18 Closed-loop bifurcation diagram for control at surge point 

for the uncontrolled system. The controller output, Ai)corn, is 
shown in Fig. 17 along with the disturbance /41Jdist seen by 
the system. As can be seen, these plots show good agreement 
between model and experiment and indicate that by increas
ing the damping at this point, the coexisting surge limit cycle 
has been eliminated, and only a stable equilibrium point 
remains. A comparison of experimentally measured gain and 
time delay margins for this controller to those predicted by 
the model is given in Table 5, and they are shown to compare 
reasonably well. The closed-loop bifurcation diagram for the 
controller at the coexistent point is given in Fig. 20. This 
diagram verifies that the coexisting periodic solutions are no 
longer present in the system. In fact, it shows that no peri
odic solutions are present in the system. The controller has 
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Fig. 19 Closed-loop bifurcation diagram for control at peak point 

Fig. 20 Closed-loop bifurcation diagram for control at coexistent 
point 

introduced a static bifurcation in the diagram. For all param
eter values at least one stable equilibrium exists, and for 
some parameter values there are two stable equilibria coex
isting with an unstable equilibrium. Although some of the 
original equilibria were not stabilized, the new equilibria at 
those parameter values are at higher Mach number and 
pressure rise, thus the new equilibria would be preferable. 
Experimentally measured equilibrium points of the con
trolled system are also indicated on the diagram with a + , 
and there is some discrepancy between the model and experi
ment, again attributable to the digital implementation of the 
controller. 

In general, agreement between model and experiment is 
worse in closed-loop than in open-loop, owing perhaps to the 
fact that controller was implemented as a quantized (or 
digital) discrete time system in experiment and as a continu
ous time system in simulations. In other words, the discrep
ancy might be due to a poor controller model, as opposed to 
the compression system model. 

6 Conclusions and Future Work 
In this paper, the generic compression system model pre

sented in [3] was applied to the LICCHUS multistage axial 
compressor rig [4], configured for single-stage operation, to 
obtain a one-dimensional unsteady compressible viscous flow 
model of this rig. The model and experimental data were 
compared with respect to both open-loop uncontrolled and 
closed-loop controlled behaviors. These comparisons focused 
on forced transients and global nonlinear dynamics and bi
furcations, and in all cases the comparison between the 
model and experimental data was excellent. The model, 
which does not include any hysteretic maps, was able to 

predict experimentally observed hysteresis with respect to the 
onset and cessation of surge. Controllers used for closed-loop 
comparisons were designed directly from the model with no a 
posteriori tuning of controller parameters. The excellent 
closed-loop comparisons between the model and experimen
tal data provide strong evidence in support of the validity of 
the model for use in model-based controller design. The 
excellent agreement between the model and experimental 
data summarized above was attributed in large part to the 
use of effective lengths within the model as prescribed by the 
modeling technique. The overall success of this model is 
believed to provide partial validation of the approach to 
control-oriented high-frequency turbomachinery modeling 
being developed by the authors. 

Future work with the model given in this paper will focus 
primarily on the design and implementation of integrated 
surge control/rotating stall avoidance schemes for this axial 
compression system. In addition, one-dimensional unsteady 
compressible viscous flow models will be obtained for the 
same rig operating in a multistage configuration, and the 
LICCHUS turbojet engine experimental rig [4]. Finally, ex
tensions of the one-dimensional model presented in this 
paper to a two-dimensional model will be undertaken, using 
a parallel compressor concept, so that rotating stall control 
schemes can be investigated. 
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Prestall Behavior of Several High-
Speed Compressors 
High-speed compressor data immediately prior to rotating stall inception are ana
lyzed and compared to stability theory. New techniques for the detection of small-
amplitude rotating waves in the presence of noise are detailed, and experimental 
and signal processing pitfalls discussed. In all nine compressors examined, rotating 
stall precedes surge. Prior to rotating stall inception, all the machines support small-
amplitude (< / percent of fully developed stall) waves traveling about the circum
ference. Traveling wave strength and structure are shown to be a strong function 
of corrected speed. At low speeds, a ~0.5 times shaft speed wave is present for 
hundreds of rotor revolutions prior to stall initiation. At 100 percent speed, a shaft 
speed rotating wave dominates, growing as stall initiation is approached (fully 
developed rotating stall occurs at about 1/2 of shaft speed). A new, two-dimensional, 
compressible hydrodynamic stability analysis is applied to the geometry of two of 
the compressors and gives results in agreement with data. The calculations show 
that, at low corrected speeds, these compressors behave predominantly as incom
pressible machines. The wave that first goes unstable is the 1/2 shaft frequency 
mode predicted by the incompressible Moore-Greitzer analysis and previously ob
served in low-speed compressors. Compressibility becomes important at high cor
rected speeds and adds axial structure to the rotating waves. At 100 percent corrected 
speed, one of these hitherto unrecognized compressible modes goes unstable first. 
The rotating frequency of this mode is constant and predicted to be approximately 
coincident with shaft speed at design. Thus, it is susceptible to excitation by geometric 
nonuniformities in the compressor. This new understanding of compressor dynamics 
is used to introduce the concept of traveling wave energy as a real time measure of 
compressor stability. Such a wave energy-based scheme is shown consistently to give 
an indication of low stability for significant periods (100-200 rotor revolutions) 
before stall initiation, even at 100 percent corrected speed. 

Introduction 
A recent focus of rotating stall research has been the incep

tion process. Using both models and experimental data, re
searchers have attempted to develop an improved description 
of rotating stall inception, including the connection between 
small and large-amplitude disturbances, and between stall and 
surge. Such a description would be useful in several arenas, 
including compressor design, stall warning and avoidance, and 
stall control (both active and passive). 

In past practice, experimental studies of stall inception used 
few sensors per stage, and concentrated on understanding local 
blade-row phenomena during stall inception. A more recent 
method for studying rotating stall inception, motivated by a 
hydrodynamic theory of compressor stability developed by 
Moore and Greitzer (1986), was first introduced by McDougall 
et al. (1990). This method uses a circumferential array of sen
sors at one or more axial locations, and attempts to detect 
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Hague, The Netherlands, June 13-16, 1994. Manuscript received by the Inter
national Gas Turbine Institute March 9, 1994. Paper No. 94-GT-387. Associate 
Technical Editor: E. M. Greitzer. 

circumferential waves of perturbation pressure or velocity. 
Hydrodynamic theory predicts that sinusoidal rotating waves 
will become underdamped near the stall inception point, and 
thus spatial sinusoids should be detectable at small amplitudes 
before stall inception occurs. This information about the spa
tial structure of the prestall disturbances provides a guideline 
for combining multiple measurements. The subsequent im
provement in signal-to-noise ratio potentially allows detection 
of low amplitude prestall waves, which would otherwise be 
missed in the noisy compressor environment. 

Two questions have been raised concerning this approach 
to stall warning. First, it is important to understand whether, 
and under what conditions, spatial waves exist in high-speed 
axial compressors prior to stall inception. Clearly one cannot 
take advantage of the predicted temporal and spatial structure 
if this structure does not exist. Second, if waves exist, what 
are the best methods to detect them and to transform detection 
into an incipient stall warning signal? 

The question of wave existence has been studied by several 
researchers, including Gamier et al. (1991), Day (1993a), Day 
and Freeman (1993c), Gallops et al. (1993), Hoying (1993), 
Boyer et al. (1993), and Freeman and Wilson (1993). In this 
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paper, we will present data from several compressors, some 
of which were studied previously by other investigators. Our 
approach is to show characteristics that are similar across a 
variety of high-speed compressors using common analysis tools 
and to connect these experimental observations with hydro-
dynamic stability theory. 

It is important at the outset to distinguish the terminology 
that we will use. Fully developed rotating stall refers to the 
large-amplitude (50-100 percent mass flow fluctuations) ro
tating stall, during which amplitude variations of the pertur
bations are insignificant. Stall inception is the transient from 
axisymmetric, small-perturbation flow conditions to rotating 
stall, and thus includes large disturbances whose amplitudes 
change with time. The short-wavelength disturbances reported 
by Day (1993a) fall into this category. Prestall refers to the 
period of time immediately prior to stall inception, during 
which compressor operation is steady but may exhibit small-
amplitude (on the order of 1 percent) dynamics. Perturbations 
associated with these dynamics are small compared both to 
stall inception and to fully developed stall perturbations. These 
three regions—prestall, stall inception, and fully developed 
stall—are difficult to separate precisely; rather the terminology 
allows us to communicate the ideas presented in the paper in 
a more concise manner. (Examples of delineating data in this 
way are given in Fig. 3, to be discussed in a later section.) 

The stable, prestall inception region is in many ways the 
most interesting since stable operation is the design goal, a 
goal that is lost once stall is initiated. Yet compressor dynamics 
in this region has been little studied. Therefore, our focus is 
on the prestall inception dynamics of high-speed compressors, 
attacked with theory and experiment. 

In the following sections, we will present a new data re
duction procedure that reveals the presence of small amplitude, 
prestall traveling waves in all of the compressors studied. This 
wave structure is shown to be a strong function of corrected 
speed. The results of a new, compressible, hydrodynamic sta
bility model are given, and are in agreement with the data. 
The calculations indicate that the speed dependence of the wave 
structure is due to the effects of compressibility at the higher 
rotational speeds. This understanding of high-speed compres
sor wave structure adds a new perspective to real-time stall 
warning prospects. Promising results of a wave energy-based 
scheme are presented. We close by discussing the implications 
of compressible wave structure and dynamics for compressor 
design. 

Data Reduction Procedures 
Since one of our primary goals in this paper is to investigate 

the existence of prestall waves in high-speed compressors, our 
data reduction procedures are purposefully designed to avoid 
predisposition of the results. Thus, for instance, we do not 
narrow-band pass filter the data, as this can yield spurious 
traveling when very little actual wave energy exists. In fact, 
we do not in any way take advantage of the predicted (and, 
often, measured) temporal structure of the waves in our initial 
analysis; presumably doing so (for instance, by doing model-
based filtering such as Kalman filtering) would improve at 
least the appearance of the results. 

We do take advantage, in some of our data reduction, of 
the spatial structure of the predicted traveling waves, and this 
provides a way to detect traveling of spatially coherent struc
tures. Following the theoretical development of Gamier et al. 
(1991), we assume that the pressure perturbations of interest 
take the following form at a given axial station: 

bPx(B, 0 = Re j f > * ( 0 - < M ( 1 ) 

Lk=o ) 
where x indicates the axial station at which the measurements 
are taken, and ak(t) are the spatial Fourier coefficients of the 

perturbations. According to linearized hydrodynamic theory 
of compressor stability, the spatial Fourier coefficients evolve 
independently and thus constitute the fundamental states of 
the system. (In contrast, the pressure perturbation 8PX(8„, t) 
at a given circumferential position 6„ is correlated to that at 
any other position, and thus constitutes an amalgam of dy
namic effects that must somehow be distinguished.) 

We can derive an approximation for ak(t) from a set of TV 
circumferential measurements of 8PX by using the spatial Four
ier transform: 

1 N 

n= 1 

where N must obey the Nyquist criterion for the mode k, that 
is, N > 2k +1. The sensor locations 6„ are often, but not 
necessarily, evenly spaced; even or nearly even spacing insures 
that harmonics below the Nyquist do not alias into the estimate 
of ak{t). 

If our assumption about the independence of spatial har
monics is correct, then we have effectively diagonalized the 
system, and the states ak(t) can be treated as evolving according 
to independent dynamics. This data reduction procedure as
sumes very little about what these dynamics are, but since we 
are searching for such dynamics it is important at this point 
to describe the expected behavior. In the low-speed (Gamier 
et al., 1991) hydrodynamic model, a single eigenvalue usually 
dominates at a given operating point and thus a simple model 
of spatial Fourier coefficient evolution is expected (see, for 
instance, Gamier): 

~=(ak-iwk)ak+V(t) (3) 

where V(t) represents random excitation of the system related 
to the unsteady aerodynamics of the compressor, inflow dis
tortions, etc. Since the character of this noise is currently 
unknown in compressors and engines, we assume here white 
noise excitation. Figures 1 and 2 show the behavior of such a 
system, based on simulation of Eq. (3), in two different ways. 

Figure 1 shows the time history of the magnitude and phase 
of the first spatial harmonic, a\(f) for various values of the 
damping ratio, f = ok/\ok + io>k\, which goes to zero as the 
compressor approaches the instability point. The magnitude 
is the wave strength, while the phase is the wave angular po
sition in the compressor annulus. The linear dynamics of the 
modeled compressor exhibit a gradual trend toward coherent 
traveling as the damping ratio decreases. However, the damp
ing ratio is quite small here before traveling is absolutely de
terministic in appearance (i.e., before the phase history is a 
straight line, Fig. lc), and the magnitude of the waves at this 
point is correspondingly large. These results assume that there 
is no corrupting measurement noise in the data, so we expect 
that the damping ratio must indeed be quite small in order for 
a coherent, deterministic wave to be detected in the presence 
of both process and measurement noise. 

Figure 2 shows the spatial power spectra (PSD of a\) av
eraged over a period corresponding to each of the damping 
ratios in Fig. 1. Note that ak(t) is a complex function of time, 
so the power spectrum is not symmetric about zero spatial 
frequency, w = 0. This lack of symmetry allows us to distin
guish between standing waves oscillating in amplitude, and 
rotating waves with constant amplitude (see appendix); stand
ing waves yield no difference between positive and negative 
frequencies, while traveling waves show asymmetric peaks, 
which we term "traveling wave energy" in the spectrum. This 
distinction can be quite useful. The integral difference between 
the positive and negative spectra (the shaded area in Fig. 2) is 
a quantitative measure of the traveling wave energy that exists 
in the compressor over a given interval of time. In a noisy 
environment, an integral measure of traveling wave energy can 
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be a more sensitive detector of wave existence than differential 
schemes such as depending on straight line behavior of spatial 
phase plots. This is clearly illustrated by this simulation. At 
the higher damping ratios (£ = 0.45 to 0.1), the evidence for 
traveling waves is ambiguous in the phase plots in Fig. 1, but 
traveling energy is readily apparent in the spatial power spectra 
of Fig. 2 at the same conditions (for more details see Etchevers, 
1992). 

The procedures outlined above can be compromised to var
ious degrees by the existence in most data of relatively large 
amounts of traveling wave energy at multiples of the rotor 
frequency. This energy is due both to geometric excitation and 
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Fig. 2 Spatial spectra (PSD of a,) of the simulations shown in Fig. 1. 
Solid line is the positive frequency spectrum, dotted line is the negative 
frequency (visible only in (a), close to zero in (6) and (c)). The shaded 
area difference between them Is a measure of the traveling wave energy. 

the response of the compressor dynamics to that excitation. It 
may be desirable at times to eliminate this rotor frequency 
energy since its large amplitude can obscure other frequencies. 
In this case, a narrow-band notch filter of some type must be 
implemented. We utilize a feed-forward adaptive LMS ap
proach (Widrow et al., 1975) to do this for two reasons: First, 
it allows slow variations in the rotor frequency to be auto
matically tracked (important for real-time implementations), 
and second, it allows wave energy, which is uncorrelated with 
the rotor passage, to pass through (this effect could be im
plemented with a nonadaptive scheme, but not without some 
difficulty). 

In this section, we have explained the motivation for several 
types of data reduction. Typically, one must examine the data 
from these various points of view to generate a complete picture 
of the behavior of the system. A typical set of data reduction 
steps is as follows: 
1 Basic data preparation: 

(a) Examine raw data for outliers and anomalies; 
(b) Detrend the data to take out zero and very low fre

quency variations; 
(c) Normalize root mean square fluctuations (across the 

circumferential array) to take out effects of miscali-
bration and sensor positioning. 

2 Calculate spatial Fourier coefficients [for example, 8 probes, 
which give spatial Fourier coefficients 1, 2, and 3 using 
Eq. (2)]; plot phase and magnitude as functions of time. 
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Fig. 3 Time traces of wall static pressure measured with four transducers equispaced about the compressor annulus during transients into 
stall/surge at 100 percent rotational speed. Data from eight different compressors are shown. Compressors 1 and 5 are labeled with the 
terminology discussed in the text. 

When called for eliminate oscillations that are highly cor
related with rotor rotation rate (feed-forward adaptive LMS 
algorithm), or local to a few sensors. 
Calculate power spectra of the prestall data; plot and com
pare positive and negative frequencies. 
Compute integrated area difference between positive- and 
negative-frequency spectra. 

Clearly, to plot all of the results from this procedure for all 
of the compressors tested, for multiple trials, at their various 
operating condition, would fill a substantial volume. Here we 
will attempt to summarize the trends observed and characterize 
each compressor with respect to the current model of prestall 
compressor dynamics. 
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Fig. 4 First (solid line) and second (dotted line) spatial Fourier coefficients, a, and a2, phase and magnitude immediately prior to stall/surge 
inception at 100 percent speed. The triangles indicate the speed at which the prestali wave travels about the compressor annuius (as a percent 
of rotor shaft speed). 

Compressors Studied 

The high-speed compressor data presented here were all taken 
by cooperating industrial and U.S. government organizations. 
The compressors studied cover over 30 years of design practice, 
ranging from older and current engine designs to advanced 
concepts. Some are fixed geometry, some have interstage bleeds, 
and some have variable IGVs and stators. In the latter ma
chines, the geometry of the compressor varies with operating 
speed. In all cases, data are time resolved wall static pressure 
measurements, roughly equally spaced around the annuius at 
one or more axial stations. In cases where more than one axial 
station was instrumented, the station that gave the best results 
is shown here. All data were taken in compressor test rigs 
except for #9. The following designations will be used: 

Compressor No. 
#1 
#2 

#3 

#4 
#5 
#6 
#7 

#8 
#9 

Description 
1-stage civil fan, nacelle in wind tunnel 
1-stage high throughflow military fan 
(Boyer et al., 1993) 
3-stage core compressor (Gamier et al., 
1991) 
4-stage core compressor (Hoying, 1993) 
5-stage core compressor 
6-stage 
7-stage axial, 1-centrifugal, T-55 data 
(Owen, 1993) 
8-stage 
8-stage, Viper engine data (Day and 
Freeman, 1993c) 

All compressors used eight transducers about the circumfer
ence per station except #7, which had four transducers, and 
#9, which had five. Geometry and steady-state performance 
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Fig. 4 (Continued) 

data were provided for some of the compressors, facilitating 
comparison with theory; while for others, only normalized, 
unsteady, AC pressure traces were provided. For compressors 
with literature references, the data analyzed herein are not 
necessarily from that data set that appeared in previous pub
lications. 

Stall Inception Transients 

The time-resolved transients into rotating stall are the rawest 
form of data we will present. Data for all eight rig compressors 
are presented in Fig. 3, formated primarily to indicate the 
similarities between the tests (for instance, the vertical axes are 
varied arbitrarily to achieve similar magnitudes of the pertur
bations). Data are presented for the highest rotational speeds 
for which we have data, which in most cases is 100 percent. 
The main point to note is that distinct, large-amplitude, ro
tating disturbances are seen in all of the compressors. We have 

generated over 100 such time histories for these and other 
compressors, at various operating conditions, and in all cases 
rotating perturbations exist prior to surge. 

Note in Fig. 3 that most of the compressors tested (except 
#1 and #8) eventually exhibit planar, surge-type transients 
(which are sometimes followed by a transient due to opening 
of a downstream throttle, to prevent mechanical damage). 
Whether or not such surge instability occurs, however, all the 
compressors exhibit rotating disturbances first. Thus we con
clude that rotating stall, and not surge, is the performance-
limiting instability in axial compressors. Stated another way, 
if one were to stabilize or otherwise eliminate the surge mode 
of an engine, rotating stall would still occur, and no compressor 
range extension would be realized. This was demonstrated on 
a low-speed compression system by Greitzer et al. (1978). 

Figure 3 also illustrates our delination of prestall, stall in
ception, and fully developed stall (see the traces from Com-
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Fig. 5 Time history of first and second Fourier coefficients, as in Fig. 4 but at lower compressor rotational speeds 

pressor 1 and Compressor 5). Most of the compressors tested 
begin to surge during stall inception. Thus coherent, fully 
developed stall is never reached, and in these compressors we 
use the delineation prestall, stall/surge inception, and surge. 

Another view of stall inception is provided by plotting time 
histories of the spatial Fourier coefficients, «*(0 of Eq. (2), 
during stall inception. This approach highlights circumferen-
tially traveling phenomena, allowing smaller amplitude per
turbations to be detected prior to stall. These data are presented 
in Fig. 4 for the same 100 percent tests as in Fig. 3 (rotor 
frequency has been filtered out here). The main point is that 
all the compressors show some evidence of rotating waves prior 
to stall—as straight line traveling on the phase plots and as 
increased amplitude on the magnitude plots. Figure 5 shows 
data taken at 70 percent speed for some of the compressors. 
At part speed, the traveling waves are evident for a longer time 
than at 100 percent speed. 

The data in Figs. 4 and 5 clearly indicate that coherent 

rotating waves exist prior to stall. In addition to using this 
information to elucidate the fluid mechanics of stall inception 
in high-speed compressors, it may be desirable to feed this 
"stall warning" information in real time to the engine fuel 
control for appropriate action to avoid stall (cutting back fuel, 
opening the nozzle or bleeds, repositioning the vanes, etc.). 
For stall avoidance based on rotating disturbance detection to 
be feasible, we must be capable of detecting disturbances suf
ficiently in advance of stall so as to permit the control system 
to take corrective action. Thus, there is motivation to optimize 
the analysis procedure so as to maximize the time over which 
waves can be detected. 

Plots such as those in Figs. 4 and 5 can be used to determine 
a very conservative estimate of the period of time over which 
"small amplitude" rotating waves exist prior to stall. One such 
procedure, described by Gamier et al. (1991), is as follows: 
First, estimate the fully developed rotating stall amplitude. 
Next, assume that waves are small if they are one eighth of 
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Fig. 6 Preslali spectra of first and second Fourier coefficients (PSD of a, and a2), same data as Fig. 4. Solid line is positive frequency spectrum, 
dashed line is negative frequency spectrum. Gray areas: forward traveling wave energy; black areas: negative traveling wave energy; white 
areas: stationary wave energy. 

this amplitude or smaller (this number is arbitrary but, again, 
conservative). Finally, determine the length of time for which 
the phase of the first or second Fourier harmonic exhibits 
straight-line (i.e., deterministic, coherent) motion prior to stall. 

This is a very conservative approach for several reasons. In 
the simulation of Fig. 1, we showed that the wave damping 

must be quite low for coherent traveling to be apparent even 
in the ideal simulation environment; at this point, however, 
the corresponding wave amplitudes may be sufficiently large 
to trigger stall. Exacerbating this problem is the noisy test 
environment, which can mask the desired wave structure. This 
is particularly troublesome for multistage compressor data 
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Fig. 6 (Continued) 

taken with high-pressure, DC-coupled pressure transducers (as 
is the case for many of the compressors here), which may not 
have the sensitivity necessary to detect small amplitude waves 
when selected to survive surge in a high pressure compressor. 

(Some of these multistage data were taken with 50 or 100 psi 
full-scale pressure transducers; the prestall wave amplitudes 
detected here are only 0.05 psi.) It has also been shown (Man-
soux et al., 1994) that nonlinear interaction between harmonics 
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during stall inception often produces a period during which 
wave energy is transferred between spatial harmonics. This 
behavior causes some wave amplitudes to shrink, while others 
grow. During the period that a given harmonic amplitude is 
small, its apparent phase can wander, both due to increased 
corruption by noise, and due to the nature of the nonlinear 

interaction. Thus, loss of apparent traveling during stall/surge 
inception is not evidence of the lack of existence of waves. 

With these caveats in mind, "stall warning" estimates are 
indicated on Figs. 4 and 5. We have chosen as the relevant 
measure the length of time over which either the first or the 
second harmonic travels in a straight-line fashion. For instance, 
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Fig. 8 Time evolution of the PSD of the first spatial Fourier 

in Fig. 4, compressors 1, 2, 3, and 7 exhibit distinct straight-
line traveling of either the first or the second Fourier coefficient 
prior to stall. Thus in these cases it is unquestionable that 
prestall traveling waves exist. Stall warning times, however, 
are 2 or 3 revs in some cases because of occasional periods of 
wandering phase. Compressors 4 and 5, on the other hand, 
show less distinct straight-line traveling, and this is reflected 
in the lack of any "warning" time by this simple measure. 
Both of these plots show tendency to travel, but the results 
from the phase plots must be considered inconclusive. 

Compressors 6 and 8 show clear periods of traveling. This 
traveling is not straight-line in nature, but rather occurs in a 
"stair-step" fashion. Compressor 4 exhibits similar stair-step 
behavior, as well as some traveling in the negative direction 
(against rotor rotation). Simulations have shown that this be
havior is typical of compressors that are operating in distorted 
flow (Boussios, 1993). Note particularly the magnitude plots 
for compressors 6 and 8, which exhibit cyclic amplitude be
havior, with the period of the cycle being approximately twice 
per revolution of the waves. This behavior is also typical of 
distorted flow operation, because the wave amplitude varies 
as it travels around the annulus due to the nonuniform flow 
conditions. 

Data taken at lower corrected speed (Fig. 5) show a different 
picture of stall inception. In all cases, prestall traveling waves 
are both large in amplitude (note the prestall jumps in wave 
amplitude that occur in compressors 4 and 5, which are no
ticeable, but still much smaller than the jumps that occur at 
stall inception) and coherent (periods of straight-line traveling 
of 10 revolutions or more appear in all of the runs). Stall 
warning times are also longer. As can be seen in the two 
separate runs of compressor 4, the warning times are not re-
peatable using this simple straight-line phase plot technique. 

Prestall Power Spectra 
We have delineated and demonstrated the pitfalls of using 

spatial Fourier coefficient phase for investigating the existence 
of prestall waves. "Stall warning" times as computed in the 
previous section do not appear to be attractive for most ap
plications. Much of this may rest with the fact that, although 
useful in many cases, phase plots can yield misleading and 
hard-to-interpret results because they are not robust to noise 
in the system. However, many of the problems encountered 
in temporal phase plots can be overcome by using the power 
spectra of the spatial Fourier coefficients, a measure of the 
wave energy, instead of the wave time history. Power spectra 
allow behavior over some time window to be computed, and 
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b) 4-Stage, Pre-Stall Region 
i, a,, for the four-stage compressor at 70 percent corrected speed 

thus show the existence of stochastic traveling waves, rather 
than relying on the appearance of deterministic waves. Spe
cifically, we use the area difference between the positive-fre
quency and negative-frequency spectra (the shaded area in Fig. 
2) as a clear indication of the amount of spectral energy trav
eling relative to that which is stationary—we term this area 
difference the "traveling wave energy" (see appendix). When 
this traveling wave energy is in the frequency range important 
to rotating stall, then sufficient information may be available 
for a prestall warning scheme. 

Figures 6 and 7 show the spectra computed from the data 
in Figs. 4 and 5 in a stationary window approximately 100 
rotor periods long ending just before stall inception (recall that 
the rotor frequency has been filtered from this data). Since 
these plots contain only the data prior to stall inception, no 
wave energy associated with stall inception or fully developed 
stall is included. Any traveling is purely due to prestall waves. 
We have again chosen arbitrary scales for the ordinate to 
facilitate comparison among the plots. 

All of the compressors represented in Figs. 6 and 7 show 
small-amplitude traveling wave energy prior to stall or stall/ 
surge inception at both 100 and 70 percent speed. Thus mod
eling small-amplitude wave behavior is a potentially useful 
method for describing prestall compressor behavior. A physical 
interpretation of such a spectrum is that a shaded peak indicates 
a wave rotating about the compressor at the designated speed. 
The wavelength of the disturbance is the compressor circum
ference divided by the spatial harmonic number (k). Some of 
the compressor data for a single harmonic agrees quite closely 
with the very simple model of Eq. (3) that is illustrated in Fig. 
2. For example, the seven-stage compressor in Fig. 6 has (1) 
a first spatial harmonic wave (wavelength = compressor cir
cumference) rotating at 0.7 times the shaft speed, and (2) a 
second harmonic wave (wavelength = 1/2 circumference) ro
tating at 1.7 times shaft speed. Other compressors show mul
tiple peaks at a single spatial harmonic, as is the case for the 
five-stage machine in Fig. 6. Overall, it is clear in Figs. 6 and 
7 that traveling wave energy is often much more broad-band 
and complex than would be expected if only a single harmonic 
mode (eigenvalue) were involved in the stall inception processes 
as the wave damping approached zero (as Eq. (3) and Fig. 2 
assume). Note particularly in Fig. 6 that compressors 4, 5, and 
8 exhibit extremely broad-band traveling behavior, and this 
accounts for the lack of distinct traveling in the phase plots 
for these compressors in Fig. 4. Even when a single peak is 
evident in the plots, it is often much wider than one would 
expect if the damping ratio of a single mode were close to zero 
(compressor 1 in Fig. 6, and all of the 70 percent cases). 
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Fig. 9 Influence of corrected speed on the time evolution of first spatial 
harmonic of four-stage compressor. Note the change in vertical scales. 

Rotating Wave Energy and Compressor Stability 
For some of the compressors discussed here, we have data 

taken continuously during throttle traverses from full open to 
surge/stall along a constant speedline. A convenient way to 
examine this information is in the form of a three-dimensional 
"waterfall" spectral plot. Here, the power spectrum of a spa
tial harmonic is calculated over a window of fixed period (50 

rotor revolutions in this case) and plotted as in Figs. 6 and 7. 
The window is then marched forward in time by a period of 
a few rotor revolutions and the process repeated. The result 
is a presentation of the variation of the rotating spatial wave 
spectral distribution over time and therefore (in this case) as 
a function of throttle or speedline position. Shaft frequency 
is not filtered out. 

Figure 8(a) illustrates such a speedline traverse from wide 
open throttle through rotating stall for the four-stage com
pressor at 70 percent corrected speed. The large peak at 0.7 
times shaft rotation frequency is readily identifiable as rotating 
stall in this machine. Little rotating wave energy is evident in 
this figure prior to stall. However, when the prestall period is 
replotted at an amplitude scale expanded by a factor of 50 
(Fig. 8b), rotating waves are readily apparent for the entire 
time. Rotating wave energy is seen at both 0.7 and 1.0 times 
shaft frequency, even far away from stall (1000 revs) with the 
100 percent wave being the strongest. As stall is approached, 
the energy at both frequencies rises sharply and energy appears 
at 0.5 times shaft frequency as well. (Note also that there may 
be some nonlinear intermode coupling in that the 0.7 and 1.0 
frequencies appear to beat against each other.) Once the stall 
initiation process starts, it is the 0.7 frequency wave that evolves 
into rotating stall. 

The prestall behavior of this four-stage compressor is a strong 
function of corrected rotor speed. Figure 9 shows the circum
ferential traveling wave spectral time histories during throttle 
traverses at four corrected speeds. At all speeds, waves trav
eling at both 0.7 and 1.0 times shaft speed are present through
out and rise sharply just before stall initiation. However, the 
strength of the 1.0 relative to the 0.7 frequency wave is much 
larger at 100 percent corrected speed than at lower speeds (200:1 
compared to 6:1). Repeated test runs of this compressor con
firm that this wave structure is consistent. (In some tests, the 
0.7 wave rises just prior to stall by a factor of 5-10 times 
that shown in Fig. 9.) 

How general is this behavior? Data from throttle traverses 
of four compressors are shown in Fig. 10. The single-stage (#2) 
and five-stage (#5) compressors show behavior similar to that 
of the four-stage machine. At 70 percent speed, the single-
stage compressor data (Fig. 10a) show waves rotating at 0.5 
and 1.0 of shaft speed. The 0.5 frequency wave grows as the 
throttle is closed until it develops into rotating stall. At 100 
percent corrected speed, the 1.0 shaft frequency wave com
pletely dominates the spectrum, growing in amplitude as stall 
is approached. (The stall speed is 0.5 times rotor frequency at 
both corrected speeds.) The five-stage compressor (Fig. 106) 
differs only in that the 1.0 shaft frequency wave is barely 
detectable at 70 percent corrected speed. The 0.7 frequency 
wave dominates, growing in strength as the throttle is closed 
to rotating stall. As with the one-stage and four-stage com
pressors, the 1.0 shaft frequency wave dominates the spectrum 
at 100 percent corrected speed, growing in amplitude as stall 
is approached. 

The seven-stage, T-55 data (Fig. 10c) looks somewhat dif
ferent in that 1.0 frequency wave is always much stronger than 
the lower frequency disturbance (0.5). At 70 percent corrected 
speed, the 0.5 frequency wave is only discernible for a few 
hundred rotor revolutions before stall. At 100 percent speed, 
the growth of the 1.0 frequency wave with throttle closure is 
less pronounced than in the other three compressors. Note that 
a 0.7 frequency wave is still there, but cannot be readily dis
cerned on the scale of Fig. 10. When the shaft frequency is 
filtered out as in Fig. 6, the lower amplitude wave is apparent. 
Lower frequency disturbances grow just before stall initiation 
and also there is a clearly discernible wave traveling at 1.6 
times the shaft speed. Reasons for the apparent differences in 
dynamic behavior between this and the other three compressors 
may lie in geometry (this is a mixed flow—seven-stage axial, 
one-stage centrifugal—compressor, the others are just axials) 
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Fig. 10 First spatial harmonic spectra of four compressors at low and high corrected speeds 

and/or in sensor placement. These data are from stage 3 sen
sors—the furthest back data available—while data from other 
compressors have shown that part-speed waves are best de
tected toward the rear of the compressor, especially at 100 
percent speed.) 

Viper engine data (Fig. lOrf) is similar to that of the T-55. 

Here, part-speed waves appear along with the 1.0 per rev at 
low corrected speed (81 percent), but at high speed (98 percent), 
the 1.0 rotor frequency wave dominates. As with the T-55, the 
rise in energy in the 1.0/rev wave is gradual as stall is ap
proached. Day and Freeman (1993c) reported that this com
pressor exhibits short (relative to the compressor circumference) 
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Fig. 11 Calculated influence of corrected speed on the first spatial harmonic mode structure of the four-stage compressor 

wavelength rotating disturbances prior to stall, which are not 
readily seen with this type of analysis since the short wave 
energy is spread over several spatial harmonics. 

Relating Theory to Experiment 
How can the measured dynamic behavior exhibited in Figs. 

8-10 be explained? Are the features in the data that are com
mon among compressors more important than those that are 
different? Of what use is this type of data representation? In 
particular, what is the significance of the disturbances at shaft 
frequency? (One explanation would dismiss the engine order 
waves as disturbances resulting from geometric nonuniform-
ities in the rotor. The change in amplitude of this 1/rev wave 
as the throttle is closed would be a reflection of the aerody
namics changing along a speedline.) We believe that a useful 
approach is to compare these measurements with a theoretical 
model of compressor stability. 

Hendricks et al. (1993) have developed a compressible ver
sion of the two-dimensional, linearized hydrodynamic stability 
model of Moore and Greitzer (1986). This approach treats the 
compressor as a series of actuator disks (one per blade row) 

separated by interblade row volumes, with suitable boundary 
conditions at the compressor inlet and exit. The two-dimen
sional stability of the coupled rows is calculated. Required 
inputs are the meanline compressor geometry (blade lengths 
and angles, duct lengths, etc.) and the pressure rise charac
teristic for each blade row. The results of the calculation in
clude the circumferential and axial shape of each spatial 
harmonic wave, the wave rotational frequency, and the wave 
growth rate. The calculation is linear so that the dynamics of 
each spatial harmonic are assumed to evolve independently. 
Since we are concerned here with the prestall region, in which 
the wave amplitudes are two orders of magnitude below that 
of rotating stall, the assumption should not pose a problem 
(Bonnaure, 1991). 

We have applied this theory to the geometry of the four-
stage compressor. The individual blade row characteristics have 
been estimated by a meanline flow calculation (and may thus 
be subject to some uncertainty). In contrast to the incom
pressible case, there are an infinite number of natural oscil
latory (eigen) modes (as there are by analogy for a duct acoustic 
calculation). Physical reasoning or intuition must be applied 
to identify those (hopefully) few modes that control the dy-
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Fig. 12 First spatial harmonic traveling wave energy during slow throt
tle traverse into stall for a four-stage compressor 

namics of interest. The lowest frequency mode (which we will 
designate [1, 0] by analogy with duct acoustics) has a circum
ferential wavelength equal to the compressor perimeter and is 
uniform in structure along the compressor axis. This is the 
mode familiar from the Moore-Greitzer analysis. It is the only 
type of mode that exists in an incompressible machine. (The 
second incompressible spatial harmonic would be the [2, 0] 
mode, etc.) The addition of compressibility now permits axial 
structure in the wave form. The next lowest mode is therefore 
[1, 1] with a circumferential wavelength equal to the com
pressor perimeter and an axial wavelength set by the com
pressor length (taking into account the inlet and outlet ducts). 
We will confine ourselves only to these two modes at present 
since damping tends to increase with mode number and there
fore the lower modes are usually the most important. 

Figure 11 presents in two ways the results of these calcu
lations of the stability of the first spatial harmonic in the four-
stage compressor. The variation in wave damping ratio (f) with 
compressor mass flow at 70 percent corrected speed is shown 
in Fig. 11(a). The compressible [1, 1] mode is lightly damped 
even at high mass flows, and its damping ratio decreases as 
the flow in the compressor is reduced. The incompressible [1, 
0] mode is highly damped away from stall, but its damping 
ratio drops more rapidly than that of the [1, 1] mode as the 
compressor is throttled. The result is that the incompressible 
[1,0] mode goes unstable first at 70 percent corrected speed. 
The companion root locus plot of Fig. 11(6) shows how the 
wave growth rate and rotation rate vary with compressor mass 
flow. The incompressible [1,0] mode is predicted to rotate at 
about 0.5 times shaft frequency, decreasing by about 20 percent 
as the compressor is throttled. The compressible [1,1] mode 
rotates at about 1.4 times shaft frequency and changes little 
with compressor mass flow. This picture alters as the com
pressor speed increases. The compressible [1,1] mode is less 
stable at 100 percent corrected speed than it is at lower speeds, 
and drops more sharply as the compressor mass flow is reduced 
(Fig. lie). Thus, the compressible mode goes unstable first at 
high corrected speed in contrast to the incompressible mode 
dominating at lower speeds. In addition, the nondimensional 
rotational frequency of the compressible [1,1] mode drops as 
compressor speed is increased so that the natural frequency of 
this mode is the same as the shaft speed at 100 percent corrected 
speed (Fig. l id) . 

The experimental data and theoretical calculations form a 
consistent picture of the dynamics of this machine. The com

pressor behaves as a multimode system excited by forcing with 
both wide and narrow band components. In this case, a primary 
forcing is at shaft frequency and is presumably the result of 
geometric nonuniformities in the flow path. The measured 
unsteady compressor flow at this frequency reflects both this 
forcing and the resultant dynamic response of the compressor. 

The new result here is that compressible modes can exist in 
a high-speed compressor and dominate the stability at high 
corrected speeds. Furthermore, different modes appear to be 
stability-limiting at different speeds. It is also important to 
note that the compressible mode of interest here behaves dif
ferently than the incompressible mode familiar from the 
Moore-Greitzer analysis and low-speed compressor experi
ments. Specifically, the rotational rate of the compressible 
mode is fixed while that of the incompressible mode scales 
with shaft speed (0.5x). The numerical value of the compress
ible wave speed is approximately coincident with shaft fre
quency at design speed for this compressor, implying that this 
mode is very susceptible to forcing due to geometric imper
fections in the rotor or eccentricity in the flow path. 

We have learned many lessons from the study of this com
pressor. There are many more modes in a high-speed com
pressor compared to a low-speed machine. Which mode 
dominates the stall inception processes can be a function of 
compressor speed because of the dependence of the compressor 
system dynamics—mode frequency, system forcing, and mode 
damping—on the compressor operating point. In addition, 
calculations suggest that the upstream and downstream ducting 
can play a role in the modal dynamics. This implies that the 
same compressor may exhibit differing stability depending upon 
the installation, engine versus rig for example, or even different 
rigs. (This is well known for zero order surge instabilities but 
less widely recognized for rotating stall and stall initiation.) A 
major question is the generality of these findings. Are com
pressible modes the stability limit at high speeds for all, most, 
or some compressors? Is the coincidence of mode and shaft 
frequency at design speed peculiar to the compressors studied 
or is it more general due to design space limitations? The 
analytical model predicts that the compressible mode fre
quencies (u) vary inversely with compressor length-to-diameter 
ratio (L/D). The rotational Mach number of the mode (co/7«) 
is a constant, independent of rotor speed (U). Thus, as the 
tangential Mach number of the rotor is reduced toward zero, 
the normalized mode rotational frequencies iwr/U) move to
ward infinity, so that the compressible modes do not participate 
in the dynamics of low speed (i.e., incompressible) machines. 
The four-stage compressor modeled here has an L/D of about 
0.5 and a tangential Mach number of 1. Since these values are 
typical of many high-speed, multistage compressors, the ap
proximate coincidence of shaft and compressible mode fre
quencies observed here may be widespread among such 
machines. The one-stage and five-stage compressors in Fig. 10 
show the same behavior as the four-stage machine. (We have 
analyzed the five-stage compressor with the stability model, 
which predicts dynamics similar to those in the four-stage 
machine.) 

The Viper compressor behavior shown in Fig. 10 is also 
similar in that it exhibits a prestall response at 0.4 and 1.0 of 
shaft frequency. At high speed, no energy is evident below 
shaft frequency, although response can be clearly seen at higher 
frequencies. (Viper spectra show narrow band response at dis
crete frequencies up to 10 times the shaft speed. Also, the 
second spatial harmonic spectrum is very rich with waves grow
ing as stall inception is approached.) Since we do not have the 
geometry of this compressor, we have not been able to identify 
particular modes. At low corrected speed, the T-55 shows weak 
response at 0.4 times shaft frequency prior to stall initiation. 
At high speed, no energy is evident below shaft frequency, but 
response appears at 1.6 times the shaft speed. We are in the 
process of modeling this compressor to explore this behavior 
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Fig. 13 Data of Fig. 12 replotted on an expanded scale illustrating stall warning times prior to stall inception 

further. Also, the T-55 data shown in Fig. 10 were taken with 
relatively little throttle motion, near the stall point, and thus 
do not represent as wide a sweep along the speedline as is the 
case for the one-, four-, and five-stage compressors. More 
work needs to be done here. 

Overall, these multistage, high-speed, axial compressors are 
rich in modes (eigenvalues), most of which do not exist in low-
speed compressors. Detailed analysis is needed on each ge
ometry to elucidate the physical significance of each mode and 
its importance to instability inception at any particular speed. 
It is clear, however, that modal response is exhibited by all of 
the machines studied. 

Using "Wave Energy" as a Stall Warning 
We have seen that prior to stall, significant traveling wave 

energy exists in all of the compressors studied and that this 
energy changes with operating point. The question is: Can this 
traveling energy be used as a stall warning indicator? One 
straightforward approach is simply to calculate the traveling 
wave energy as a function of time and then threshold this level 
at some appropriate value. This was done for a fixed-length 
time window in which the spectrum of the desired spatial Four
ier coefficient was estimated (only data prior to the time sample 
were used so that the filter was causal). The integrated traveling 

wave energy for frequencies between 25 and 125 percent of 
the rotor frequency was then calculated from the spectrum 
(the positive area minus the negative area in Fig. 6) and assigned 
to that point. The window was then marched forward in time 
by one point and the process repeated. Since the raw com
pressor data are noisy, the length of the spectral window in
fluences the variance of the wave energy estimate. The longer 
the window, the less the variance. Too long a window, however, 
will smooth out the transients of interest. Although we have 
not made a quantitative analysis of this tradeoff, we have found 
a 50 rotor rev window to be a workable compromise between 
reducing the noise and losing the detail of the prestall transient. 

The time history of the traveling wave energy in the first 
spatial harmonic was so calculated for data taken during slow 
throttle traverses from full open to stall for the four-stage 
compressor. Figure 12 shows such a time history of the inte
grated wave energy at four corrected speeds. In all cases, the 
wave energy rises steeply at 100-200 rotor revolutions prior to 
stall. At 70 and 75 percent corrected speeds, the mean DC level 
is approximately constant during the throttle closure until the 
abrupt prestall rise. At 80 percent speed, the DC level drops 
for 1000 revs prior to stall (this is the only data set we have 
that behaves in this manner). At 100 percent speed, the DC 
level rises slowly as the throttle is closed until the more abrupt 
prestall rise. For some cases, we have multiple data sets at 
similar conditions. These can show a factor of two or so var-
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iation in the length of the prestall period of increased wave 
energy. (The shortest periods are illustrated here.) 

To use this integrated wave energy concept as a stall warning 
indicator, we must set a threshold level in some manner. This 
requires some care as the wave energy time trace is noisy. Figure 
13 shows the data from Fig. 12 replotted on an expanded scale. 
Here the very simple approach of adopting a level just higher 
than the highest peak observed before 200 revs prior to stall 
is used. This yields warning times on the order of 100 to 200 
revolutions prior to stall initiation, even at 100 percent speed. 
For conditions at which we have multiple test runs, these results 
represent the shortest warning period. We believe that these 
are conservative values and that more sophisticated signal proc
essing (removing the high frequency spikes, incorporating the 
low frequency DC level changes, for example) should yield 
considerably longer warning times for data such as those ana
lyzed here. 

Since the throttle closure rate was constant during any single 
test run and the pressure rise and mass flow were measured, 
the operating point along the speedline at the time correspond
ing to the stall warning period could be determined. At 100 
percent speed, the warning period was equivalent to about a 
0.2 percent change in mass flow. Data were analyzed for 100 
percent speed tests in which the throttle rate varied by a factor 
of thirty (the rate was constant during any single test). The 
data from all tests behaved similarly in that the DC level of 
the integrated wave energy rose slowly until a more abrupt rise 
immediately preceding stall initiation. The level correlated with 
operating point on the speedline so that amplitude of the wave 
energy was found to be high for proportionately longer at low 
throttle rates than at higher ones. For this compressor, at least, 
the level of wave energy is clearly a function of the position 
along the speedline. 

Overall, these results are very encouraging. They show that 
traveling wave energy can be used to identify prestall waves 
in high-speed compressors, even at the highest rotational speeds 
and throttle rates—conditions at which examination of time 
traces and Fourier coefficient histories have proven unreliable. 
Furthermore, increased wave energy is discernible for a sig
nificant time (at least 100-200 rotor revolutions) before stall 
in all cases. More work needs to be done in the signal processing 
of these somewhat noisy signals before they could be consid
ered a reliable stall warning. The signal-to-noise ratio can be 
improved through judicious selection of the spatial harmonics 
and modes included in the wave energy calculation for any 
given compressor. Also, more sophisticated signal processing 
could be applied. 

Discussion 
The coherent picture that has emerged from these experi

mental and analytical studies is that the compressors examined 
behave like multimode, oscillatory, dynamic systems in the 
small amplitude prestall region. We would now like to discuss 
the implications and limitations of this physical model on com
pressor design and stall warning. 

The specific mathematics used here are derived from the 
linearization of the approach of Moore and Greitzer so that 
they only apply to the small signal regime preceding stall in
ception. The stall inception process, as the waves grow to large-
amplitude, fully developed rotating stall, is not described by 
this model. (It would also be inappropriate for describing the 
dynamics of the part-span rotating stall found in some com
pressors prior to surge or large amplitude stall.) In particular, 
the assumption that the dynamics of each spatial harmonic 
and each mode evolve independently is no longer true as the 
wave amplitude grows. This is readily seen in the data in which 
prestall energy at shaft speed evolves into 0.5 times shaft speed 
rotating stall through nonlinear mode coupling. A second as

sumption, that the flow can be described by a two-dimensional 
model, can also be limiting, especially in low hub-to-tip ratio 
compressors. The addition of a third spatial dimension enables 
additional resonant modes, and we have seen some evidence 
of such modes in the data from fans. Although it appears that 
a two-dimensional mode first goes unstable in the machines 
examined here, it is certainly conceivable that a three-dimen
sional mode might be the most critical in other compressors. 

Historically, attention has been focused on fully developed 
rotating stall and surge or, more recently, on the stall inception 
processes. But in a very real sense, it is the prestall region that 
is the most interesting since the design intent for a compressor 
is to avoid instability—at whatever penalty in performance, 
weight, or cost that must be incurred. In many ways, the 
prestall fluid dynamic stability of the compressor can be viewed 
in a fashion analogous to its structural dynamic stability. In 
both cases, the compressor is a system rich in closely spaced, 
orthogonal modes operating in the presence of strong forcing. 
The point is not that the particular mode structure described 
in Fig. 11 is universal (which it surely is not), but that (1) many 
modes can exist simultaneously, and (2) which mode limits 
stability is a function of operating point and performance 
details. 

In our two-dimensional representation, the mode structure 
and damping are set by the compressor mean line geometry 
and the blade row speedlines. As can be seen in Fig. 11, two 
or more modes may have very low damping simultaneously. 
The stability of the compressor may thus be set by the influence 
of the external forcing on the modes, which is beyond the 
scope of linear theory. In addition, precise prediction of mode 
damping is difficult since blade row speedline slopes cannot 
now be accurately estimated near the stall line. However, the 
influence of geometry changes on the relative compressor sta
bility is often useful in design and this can now be assessed. 
For example, the modeling indicates that the modal damping 
is sensitive to axial loading distribution. Also, reduction of 
losses, blockages, and deviation all help to increase the speed-
line slope and therefore increase stability. 

The aerodynamic forcing of the compressor modal dynamics 
is an important consideration in establishing the overall system 
stability. Dynamic systems as described here can be driven 
unstable when in a normally stable operating regime by external 
forcing of sufficient amplitude. With the exception of inlet 
distortion, the perturbation structure in compressors has not 
been studied in the context of compressor stability. Thus, it 
is currently difficult to characterize a particular machine as 
being weakly or strongly forced for this purpose. We do know, 
however, that compressors are very noisy and perturbations 
of several percent of the mean flow are not uncommon, es
pecially at harmonics of shaft frequency. Manufacturing uni
formity and uniformity of tip clearance may influence this 
forcing and therefore affect compressor stability. 

The system dynamic response to forcing can be studied an
alytically. Even at damping ratios greater than zero, wave 
magnitudes can become large enough that they elicit a non
linear response of the system. In this case the linear stability 
of the system is intact, but the nonlinear stability, or resistance 
to perturbations of finite magnitude, is very delicate. Mansoux 
et al. (1994) have studied this possibility by developing a Lya-
punov stability analysis of the Moore-Greitzer model. When 
the so-called "domain of attraction" of the operating point 
becomes very small, perturbations that might be considered 
"linear" in magnitude can actually be unstable due to non
linear effects. Thus it is not the damping ratio alone, but the 
increased perturbation level associated with low damping ratios 
combined with degradation of the nonlinear resistance to such 
perturbations, which determines the rotating stall inception 
point. 

Much of the analysis to date has concentrated on the modal 
structure of the first spatial harmonic. For many compressors, 
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rotating stall consists of two or more stall cells so that high 
order spatial harmonics can also be important. Second spatial 
harmonic waves are readily apparent in the data, in both the 
spectra in Fig. 6 (compressors 1, 3, 5, 6 and 7 for example) 
and even in the phase time history plots in Figs. 4 and 5 
(compressors 3, 6, and 7). The higher harmonic waves travel 
at the same rotational speed as the first harmonic and are thus 
susceptible to the same forcing. Another concern is the short 
length scale disturbances during stall inception, reported in the 
Viper engine by Day and Freeman, and by Day in low-speed 
compressors, which may also play a role. These may be either 
a three-dimensional response of the system or represent system 
forcing, which triggers stall. These disturbances seem more 
properly a part of stall inception rather than prestall as they 
appear in the last few rotor revolutions before stall and have 
amplitudes relatively large compared to the prestall waves. As 
mentioned earlier, the data analysis techniques applied here 
are not well suited to the detection of short length disturbances 
since their energy would be spread across many spatial har
monics. Issues such as these deserve further study and time 
constraints prevented their inclusion herein. 

Conclusions and Summary 
In this paper, we have examined prestall data from nine, 

high-speed compressors, representing fans, core, and engine 
compressors from four different manufacturers, and encom
passing many variations in design philosophy, number of stages, 
hub-to-tip ratio, and loading. While these differences do affect 
many of the details of the data, significant similarity exists, 
and these similarities are the focus of this paper. In particular, 
our focus has been on the steady, prestall dynamics of these 
compressors. 

First of all, we have shown that stall precedes surge in all 
of the compressors tested. This is a conclusion that many 
researchers have reached based on their own experience, and 
it is useful to demonstrate that this observation is consistent 
among many different machines. 

We have reviewed several techniques for the detection of 
small-amplitude rotating waves and explained their limitations. 
A new technique is introduced based on spectral analysis of 
the spatial Fourier harmonics of measured data. Using this 
approach, we have shown that: 
1 Low-amplitude traveling waves are found in all of the com

pressors prior to stall. 
2 The traveling wave structure is different at low and high 

corrected speeds. Specifically, a wave rotating at 1/2 of 
shaft frequency grows strongly at low speeds, while a shaft 
frequency disturbance dominates at 100 percent speed. 

3 At constant speed, the wave structure is a function of the 
position on the compressor speedline. 

A newly developed, two-dimensional, linearized, compressible, 
hydrodynamic stability model was used to analyze the geometry 
of two of the compressors. The analysis results are consistent 
with the experimental data. Several new findings have emerged, 
specifically: 
1 Additional oscillatory modes exist in high-speed compres

sors compared to the same geometry with incompressible 
flow. 

2 The dependence of mode damping and frequency on op
erating point is different for different modes. 

3 At low corrected speeds, the incompressible mode predicted 
by the Moore-Greitzer analysis and observed in low-speed 
compressors sets the high-speed compressor stability limit. 

4 At high corrected speeds, a hitherto unrecognized com
pressible mode is stability limiting. 

5 The compressible mode differs from the incompressible 
mode in that its frequency is fixed (i.e., doesn't scale with 
shaft speed) and is approximately coincident with shaft 
frequency at 100 percent speed for many compressors. 

6 The above implies that the stability of this mode and there
fore that of the compressor can be strongly affected by 
external forcing due to sources such as geometric nonun-
iformities in the compressor. 

Based on the ideas developed through this analysis and data 
reduction, we have introduced the concept of "integrated trav
eling wave energy" as a measure of compressor stability. The 
wave energy is shown to be a function of the position of the 
operating point on the speedline. Applying this wave energy 
technique to high-speed compressor data consistently gives at 
least 100-200 rotor revs warning prior to the inception of 
rotating stall for the data sets tested. When suitably developed, 
this approach may yield a usable stall warning scheme. 

Finally, the data and analysis give a consistent picture of 
prestall initiation compressor stability dynamics behaving as 
a multimode dynamic system. We believe that this represen
tation is of use for compressor design, data analysis, stall 
warning, and compressor control. Much work remains to be 
done in more thoroughly testing these concepts and under
standing their ramifications. 
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A P P E N D I X A 

Power Spectra of Spatial Fourier Coefficients 

Spectra analysis of the spatial Fourier coefficients offers a 
way to discern the nature of the stochastic signals that often 
occur in axial compressor data. The procedure is to plot the 
power spectral density (PSD) of each spatial Fourier coefficient 
during a period prior to stall. The stall event itself is not 
included in the analysis, so the spectra show resonant behavior, 
which exists in the small amplitude behavior of the system 
rather than the nonlinear limit cycle behavior. Analyzing the 
spatial Fourier coefficients in this way helps to determine 
whether waves in the compressor tend to rotate in the way 
predicted by the linearized theory of compressor dynamics. 

Because the spatial Fourier coefficients are complex func
tions of time, the PSDs are not symmetric with respect to zero 
frequency, as is usually the case. This is true because, for a 
complex signal, the sign of the frequency has a very specific 
meaning. In the context of rotating stall, the sign of the fre
quency indicates the direction of rotation of the wave. To see 
this, consider a fcth-mode spatial Fourier coefficient whose 
spectrum is a delta function at some frequency - ojd alone, 
that is, there is no peak at + ad. The time domain signal 
corresponding to this spectrum is 

ak(t) = e~Jwdt 
The signal is complex because the spectrum we started with 
was not symmetric about co = 0. Converting this spatial Fourier 
coefficient back into the spatial domain gives the spatial wave 
which produced the signal: 

8Pxtf, t) = Re (ak{t) • d
M) = cos(A:0 - oidt) 

which corresponds to a rotating wave, whose direction of ro
tating depends on the sign of ud. A power spectrum which is 
symmetric, on the other hand, indicates a standing wave with 
oscillating amplitude. For instance, if we take a spectrum that 
is a delta function at both + ud and - ud then the correspond
ing time signal is 

ak(t) = ei<J>dt + e-Judt 

which in turn corresponds to the following wave in the space 
domain: 

bPJfi, t) = Re (2 • cos (wdt) • e
ike) = 2 • cos(odr) cos (k&) 

Here we see that ud is the rate at which the standing wave 
magnitude changes with time, rather than the rotation rate of 
the wave. 

Negative Frequency 

Positive-traveling 
wave energy 

Positive Frequency 

Negative-traveling 
wave energy 

PSD 

Stationary 
wave energy 

Positive and Negative Frequency 

Fig. A.1 A sample nonaxisymmetric spectrum and its division into po
sitive, negative, and stationary wave energy parts. Note that a peak in 
the spectrum may indicate resonance, which is primarily stationary. In 
this case, the frequency indicates the rate at which the spatially sta
tionary wave oscillates in magnitude, rather than the wave rotation rate. 

With this explanation we see that when we plot a spatial 
Fourier coefficient spectrum, we must plot both the negative 
and the positive frequencies, preferably flipping the negative 
frequency plot to overlay with the positive frequency plot. 
Then, only the peaks that do not exist at both negative and 
positive frequencies indicate waves that rotate. A given spectral 
frequency, then, consists of standing wave energy plus some 
traveling wave energy: The former is measured by the spectral 
energy that appears in both the positive and the negative spec
tra, while the latter appears in one but not the other—that is, 
it is the difference between the two spectra at that frequency. 
This difference can either be positive or negative, and the sign 
determines the direction of the traveling wave energy. 

Figure A.l gives an example of dividing the spectrum into 
its constituent elements. Note that there is a change in sign 
between the direction of the wave traveling and the frequency 
of the spectral line; this is due to the fact that cos (kd - udt) 
represents a wave traveling in the positive direction at a rate 
ud. To avoid unnecessary confusion due to this sign change, 
we use a slightly different definition of the discrete Fourier 
transform in our computation of spatial Fourier coefficients, 
so that both the direction of traveling of the phase in a phase 
plot and the position of the peak in a spectrum correspond to 
the intuitively appealing convention that positive traveling 
waves travel with rotor rotation, and negatively traveling waves 
travel against rotor rotation. Consistency in definition and 
application of the Fourier transforms is, of course, the key to 
interpretation of the results in a physically accurate manner. 
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Monitoring of Aerodynamic Load 
and Detection of Stall in 
Multistage Axial Compressors 
The unsteady flow in a single-stage axial flow compressor at different operating 
conditions has been investigated with hot-wire and hot-film probes to find out the 
influence of the aerodynamic compressor load on the periodic fluctuations. These 
results are compared with measurements in the last stages of a multistage high-
pressure compressor of a gas turbine for normal operation and under stall conditions. 
From the patterns of the frequency spectra of the measuring signals a parameter 
for the detection of the approach to the stability line of a compressor is derived. A 
method for the on-line monitoring of the aerodynamic load is presented. Based on 
these results a monitoring system has been developed. First experiences with this 
system, applied to two multistage compressors, are reported. 

Introduction 
The trend to higher power densities and the wish for in

creasing efficiencies in turbomachines requires an operation 
with decreasing distance to the stability line of a compressor. 
Therefore the knowledge of this limit is the basis for an optimal 
operation. 

With the progress in the application of measuring techniques 
for unsteady flows, various investigations on the topic of de
tection and prediction of rotating stall have been made. Most 
of them were carried out in research compressors with labo
ratory techniques. These investigations give a basis for the 
understanding of the flow effects near the stability line of a 
compressor. 

Detailed measurements in axial compressors with arrays of 
hot-wire sensors illustrate the phenomena at the inception of 
rotating stall (Day, 1993; Poensgen, 1991). The changes in 
unsteady flow field are evident and point to a possibility to 
use these effects for the prediction of compressor stability line. 

Paduano et al. (1993) presented a system for the active con
trol of rotating stall. With an array of hot-wire sensors the 
unsteady flow field was measured over the circumference. The 
detection of rotating waves of axial velocity indicated the in
ception of rotating stall. Rotating waves of velocities and static 
wall pressure were also observed by Gamier et al. (1991) as 
an indicator for stall inception. 

Gallus and Honen (1986) showed that in regions of separated 
flow all periodic fluctuations are damped and covered by in
creased noise caused by random fluctuations. Inoue et al. (1991) 
investigated the flow in two isolated axial flow compressor 
rotors near stall. He showed that the collapse of the periodic 
fluctuations caused by a large stall region is an indicator for 
the approach to the stability line of a compressor. 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 12, 1993. Paper No. 93-GT-20. Associate Technical Editor: H. Lukas. 

All these investigations demonstrate the success in detection 
of stall in axial compressors. Nevertheless, the prediction of 
the stability limit, especially in multistage compressors is still 
an urgent problem that has to be solved. 

Measurements in a Single-Stage Research Compressor 
Stator 

Fundamental investigations were provided in a one-stage 
subsonic axial flow compressor with a hub-to-tip ratio of 0.38. 
The rotor speed was variable and the flow rate could be changed 
by a throttling valve system at the compressor outlet. Further 
constructional details of the compressor can be found from 
Gallus et al. (1979). 

The experiments at different aerodynamic blade loads were 
carried out with hot-wire probes and hot-film glue-on probes. 
The hot-wire probes were traversed inside the stator between 
two stator blades from the hub to the casing. For a highly 
loaded operating point of the compressor the position and 
extension of the corner stall derived from measurements with 
different measuring techniques (Gallus and Honen, 1986) is 
shown in Fig. 1. A hot-wire probe traversed near the suction 
side trailing edge of the vanes measures undisturbed flow in 
the upper part of the blade channel. In the lower part the probe 
is positioned inside the separation zone. 

The distributions of the real time signals for these two regions 
and the corresponding frequency spectra show the influence 
of separated flows onto the periodic fluctuations (Fig. 2). In 
the frequency spectrum for undisturbed flow the peaks for the 
rotor blade frequency and the first harmonic causes by the 
rotor wakes passing the stator can be detected. For the meas
urements in the separated region the signal shows only strong 
random fluctuations. In the frequency spectrum for this case 
only a high noise level without periodic parts can be observed. 

In the midspan of one stator blade on the suction side a hot-
film glue-on probe with 11 sensors was mounted (Fig. 3). For 
two different operating points (<p = 0.73 and <p = 0.63) of 
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tfi = Cm / U2 

Fig. 1 Corner stall region in the single-stage axial compressor 

Fig. 2 Measuring results from a hot-wire probe for different radii 

the compressor the separation lines on the surface are drawn. 
In the case of a flow rate of <p = 0.63 all sensors besides two 
are located inside the separation region. In the other case the 
measuring radius of the sensors is above the separation zone. 

The real time measuring signals and the corresponding fre
quency spectra are presented in Fig. 4. With this measuring 

o -
r =150 mm 

h u b 

Fig. 3 Measuring blade with hot-film glue-on probes 

technique the same effects can be observed as in the meas
urements with hot-wire probes. All sensors outside the sepa
ration region detect the periodic fluctuations from the rotor 
wakes. The sensors inside the separated regions only detect 
high random fluctuations. This is also visible in the frequency 
spectra. For the operating point <p = 0.73 the peak for rotor 
blade frequency occurs at all sensors, whereas for the highly 
loaded operating point of the compressor (<p = 0.63) only the 
first two sensors (outside the separation region) show periodic 
fluctuations with rotor blade frequency. 

These results demonstrate that the concentration of low-
energy material, as it occurs in a separation region, damps the 
periodic information from the undisturbed flow regions caused 
by the random fluctuations in cross and back flow direction. 
Furthermore, these fluctuations increase the noise level in the 
frequency spectra so that here small peaks from remaining 
periodic information are superposed. Therefore, measure
ments with dynamic sensors are an easy way to detect regions 
with low-energy material in turbomachines. 

Measurements in a Multistage Compressor 
Measurements in a multistage axial compressor of a LM5000 

gas turbine validate and utilize this phenomenon. For a long-
term investigation of the unsteady pressure distribution in eight 
stages of the 14-stage high-pressure compressor piezoelectric 
pressure transducers were mounted in the casing between rotor 
and stator. The transducers were connected to a FFT-analyzer 
via a multiplexer (MUX) and to a multichannel magnetic tape 
recorder (Fig. 5). 

The measuring equipment was automatically controlled by 
a PC computer, which also-picked up the measuring data from 
the FFT analyzer. Within an endless loop the computer switched 
the transducer signals to the FFT analyzer one after the other 
and started the FFT calculation. The frequency spectra were 
downloaded from the analyzer to the computer. For the def
inition of the operating point the thermodynamic data from 

Nomenclature 

pfre = 
a = weighting coefficient 

ADC = analog-to-digital converter PS = 
c = velocity pval = 
c = chord length 
/ = frequency r = 

HPC = high-pressure compressor SL = 
n = rotational speed SP = 
p = pressure SS = 

pfre = frequency amplitude of pres- t = 
sure fluctuations u = 

mean value of frequency 
spectrum 
pressure side 
calculated fluctuating 
coefficient 
radius 
stall level 
signal processor 
suction side 
time 
circumferential velocity 

VSV = variable stator vanes 
x = coordinate in chord direction 
<p = flow rate 

Subscripts 
amplitude 
meridional 
compressor inlet 
compressor outlet 
11th stage 
12th stage 
13 th stage 

amp 
m 
1 
2 = 

11 = 
12 
13 = 
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Fig. 5 Experimental setup for long-term measurements 

Fig. 7 Pressure ratio of the H PC for a period of three days before turbine 
shut down 

the controlling computer of the gas turbine (host computer) 
were received. 

Changing operating conditions of the compressor influence 
the unsteady flow field in a blading that can be detected by 
the casing-mounted dynamic pressure sensors. The frequency 
spectra of these measured real time signals show different 
patterns. This effect was used for the automatic long-term 
investigation of this compressor. 

After the start of the gas turbine, the first frequency spectra 
of each sensor signal were stored as a reference pattern. When 
during operation differences occurred that exceeded a defined 
range, the magnetic tape was started by the computer and 
picked up the real time signals of all sensors. At the same time 
the current frequency spectra were stored as new reference 
patterns. By this procedure all changes in the unsteady flow 
field in the stages could be observed and saved. 

For normal compressor operation the frequency spectrum 
of each stage sensor shows the peak for rotor blade frequency 
of this stage (Fig. 6). But also the characteristic frequencies 
of the neighboring stages are visible (marked with numbers 
for the several stages). The decrease of the fluctuating ampli
tudes at higher frequencies is caused by the damping of the 
adapters in which the pressure sensors were mounted. 

The investigations were carried out over a time period of 
about four months at nearly constant operating conditions of 
the gas turbine. Figure 7 shows the pressure ratio of the com
pressor for a period of three days just around the occurrence 
of stall. The Xaxis shows the absolute number of measurement 
and the Y axis the pressure ratio of the whole compressure (p2 

= outlet pressure, p\ = inlet pressure). At the end of this 
period a strong increase caused by a fault of the controlling 
system occurred. At the maximum pressure the surge control 
of the compressor became active and the gas turbine was shut 
down. 
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Fig. 8(b) Frequency spectra of the 11 th and 13th stages for compressor 
operation near the stability limit 

Figures 8(«-c) show the frequency spectra of the 11th and 
13th stage sensors for three different points of time around 
the shut down point. The patterns for normal operating con
ditions are demonstrated in Fig. 8(a). The peaks for the rotor 
blade frequency of the 11th to 13th stage with 76 rotor blades 
each are clearly visible. Also the 9th and 10th stage peaks (60 
rotor blades each) stand out of the noise in the spectrum. 

Hereafter, the fault in the control system occurred and the 
operating point of the compressor drifted slowly toward the 

11th stage 

13th stage 

Fig. 8(c) Frequency spectra of the 11th and 13th stages just after gas 
turbine shutdown 

stability line. The spectra during these operating conditions 
show different patterns in the 11th and 13th stages (Fig. 8b). 
Whereas the periodic fluctuations in the 13th stage disap
peared, in the 11th stage an increase of the characteristic fre
quency peak can be observed due to increased profile loads 
and wakes. 

Caused by the high pressure ratio of the compressor, the 
aerodynamic load of the 13th stage becomes so high, that low-
energy material from increased wakes or even separated profile 
boundary layers (approaching stall) is centrifugated from the 
rotor blades. It accumulates near the casing behind the rotor 
and forms here a casing stall region, which reduces the pressure 
rise in this stage. The pressure sensor mounted in the gap 
between rotor and stator is covered by this low-momentum 
material so that the information from the undisturbed flow 
outside of the stall is extinguished at the measuring position 
due to increased turbulence and noise. 

Due to the high aerodynamic load of the compressor and 
the reduced pressure rise in the last stages, the load of the 
upstream stages is increased. This causes a growth of the rotor 
wakes in these stages so that here the characteristic frequency 
peaks increase (see Fig. &(b), 11th stage). The multistage com
pressor runs under stable conditions although in the 13th stage 
the limit for stall as it was defined for a single stage (Inoue et 
al., 1991) is exceeded. 

After about a further 30 minutes the compressor load entered 
such a high level that surge occurred and the surge control 
system shut down the gas turbine. As the automatic measuring 
system had a cycle time of about 20 seconds from the start of 
the FFT analysis from the first to the last sensor the exact 
point of compressor surge was not recorded on the magnetic 
tape. The signals taken during this operation phase started the 
recorder a few moments after this event. 

Just after the shutdown the compressor load diminishes and 
the frequency information of several stages can be detected 
again in the 13th stage (Fig. 8c). Due to the deceleration of 
rotor speed, the characteristic frequencies occur at lower val
ues. 
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Fig. 9 Change of amplitudes at characteristic frequencies with increas
ing blade load 

Design of an On-Line Monitoring System 
Based on these results, a monitoring system for detecting 

the approach of the stability line in a multistage compressor 
has been developed. The measurements showed that the peak 
level at the characteristic frequency of a stage is an indicator 
for the aerodynamic load. Up to the point of the collapse of 
the periodic fluctuations, the peak amplitude grows out of the 
normal noise level, which also rises with increasing aerody
namic load (Fig. 9). 

This behavior can be described in the following form: 

Postage — 
Pfrestage-Pfre 

pfre 
(1) 

As the measuring results from the multistage compressor 
demonstrated, the collapse of the periodic information at the 
13th stage sensor is not the limit for the stable compressor 
operation. Therefore, additional information must be used to 
define another parameter for the observation. 

Measurements of unsteady wall pressures in three neigh
boring stages provide information on the stall development 
from the last to the upstream stages. Therefore, dynamic pres
sure transducers are located in the axial gaps between rotor 
and stator of the 11th, 12th, and 13th stages. 

In order to get an informative value for the operator or an 
operating and control system from the measuring results in 
each stage, a new parameter was defined for the monitoring 
of the compressor load. This value (called stall level SL) takes 
into account the amplitudes of the frequency peaks in the three 
observed stages and the information about flow separation. 

Since with increasing compressor load the amplitudes in the 
stages grow, this parameter can be defined in the following 
form: 

SL = an pvali3 + a12 pval,2 + «ii pvaln (2) 
wherein au, o12, and ctn are weighting coefficients for the 
influence of the stages on the stability limit of the compressor. 
The optimal choice of these coefficients depends upon the 
compressor operating conditions and geometry. They are still 
the subject of further investigation and are proprietary. 

As previously mentioned (see Fig. 8) for the shutdown of 
the compressor, the 11th stage was not yet separated at the 
casing measuring position. Therefore, for this compressor, 
terms of peak values (pval) from further upstream stages were 
not included. For other part-load operating points the station 
of measurements and the terms of the stages to be included in 
the stall level value (SL) must be selected correspondingly. 

When casing stall in the 13th stage occurs the periodic fluc
tuations at the sensor are damped so that the observed char
acteristic peak in the frequency spectrum disappears or becomes 

SP 1 SP 2 SP 3 

Alarm 
Ports 

Amplifiers 

Fig. 10 Hardware setup for the on-line monitoring system 

very small compared to the increased noise level. Due to the 
lower pressure rise in this stage the loads of the upstream stages 
increase. Thus the amplitudes of the characteristic frequency 
peaks are enlarged. 

After the collapse of the observed frequency peak, the value 
of pval will decrease. Thus, although the compressor load is 
higher, a lower value for the stall level SL would be calculated 
with Eq. (2). In order to obtain an increasing trend with higher 
compressor load, the calculation of this parameter has to be 
switched. When in the 13th stage casing stall occurs, the max
imum value of pval13 just before the collapse of the frequency 
amplitude is stored and used for the further stall level calcu
lations. The same procedure will be applied if also in the next 
upstream stage casing stall damps the periodic information at 
the sensor. When the operating conditions change back to 
unseparated flow caused by lower aerodynamic loads, the cal
culation switches back to the former way (Eq. (2)). 

This algorithm was applied to the unsteady pressure meas
urements of the long-term investigation (Fig. 8). It is mentioned 
that in this case the stall level was only calculated with the 
measuring results of the 11th and 13th stages. For the last 
measurements just before the shutdown (see Fig. 7) with in
creasing pressure ratio of the compressor, the stall level exceeds 
a value of 15. During the whole investigation period of four 
months at normal compressor operation, values up to 10 were 
calculated for the stall level. 

This procedure of calculating a monitoring parameter for 
the compressor load described above was the foundation for 
the design of an on-line monitoring system on the basis of a 
PC computer with 80386-CPU and signal processor boards for 
parallel signal acquisition and enhancement (Fig. 10). The un
steady pressure signals are Fourier analyzed by the signal pro
cessors. The CPU coordinates the tasks of the processors, 
calculates the stall level from the frequency spectra, and sends 
the results to a host computer where the data are displayed on 
a monitor and stored for a trend analysis. 

Experiences With the Monitoring System in Operation 
This system was applied to the high-pressure compressors 

of two gas turbines of the type LM5000. In order to get an 
impression of the reliability of the monitoring system, the stall 
level is compared with the operating parameters of the com
pressor measured by the normal control system of the gas 
turbines. The trends of the speed of the high-pressure rotor 
and the pressure ratio of the HPC show a satisfying relation 
to the observed stall level (Figs. 11« and b). 

With increasing pressure ratio, the stall level also grows up 
to values of about 7. After a while it decreases slowly although 
the pressure ratio keeps constant. The comparison with the 
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VSV angle (Fig. lib) shows the reason for this behavior. At 
the same time when the stall level decreases, the VSV angle 
moves from an open position toward 0 deg so that the air flow 
through the compressor decreases. This lower aerodynamic 
load causes the decrease in stall level. 

In order to get information about the vicinity to the stability 
line of the compressor, a limit value for the stall level has to 
be defined. The results from the long-term investigation and 
the experience with the monitoring system until now allow an 
estimation of this limit. The measurements and trends have 
shown that the 13th stage of the investigated compressor can 
operate stably with casing stall without the compressor ex
ceeding the stability line. The stall region covers only a part 
of the blade height so that stable compressor operation is still 
possible. Assuming that with occurrence of casing stall also in 
the 12th stage the stall region in the 13 th stage covers a large 
part of the span, this point would be the limit of stable com
pressor operation. Thus, if the maximum of pval12 is known, 
the limit value of stall level can be calculated with Eq. (2). As 
the three observed stages have the same blade numbers and 
geometries in each rotor and each stator row, the patterns of 
periodic fluctuations should look quite similar. So, the max
imum value of pvalu will be in the same range as the maximum 
of pvalo just before occurrence of casing stall in the 13th stage. 
By inserting these values into Eq. (2) the stall limit is calculated. 

The value of the stall limit is influenced by many geometric 
parameters of the bladings. One important factor is the tip 
clearance of the rotor (Adamczyk et al., 1993; Inoue et al., 

1991). The mixing of tip leakage vortex with low-momentum 
material centrifuged from the rotor blades play a nonnegligible 
role in the development of casing stall. 

This causes different limit values of stall level with changing 
geometries and operating conditions. After longer operation 
time of the monitoring system more measuring data for dif
ferent operating conditions of the compressor will be available. 
With these experiences the model for the definition of the limit 
value can take into account more influence parameters. 

Summary and Conclusions 
Based on experimental results of unsteady flow in a single 

and a multistage compressor a monitoring system for stable 
compressor operation has been developed. By detection of 
aerodynamic load and casing stall in three neighboring end 
stages of a multistage high-pressure compressor, the approach 
to the stability line can be observed. 

Experiences with the monitoring system at two compressors 
demonstrate the reliability of the method. Changes in com
pressor load cause differences in calculated stall level. Addi
tional measuring results from system operation will allow a 
more exact definition of various influence parameters. 

By the detection of casing stall in the end stages only a stall 
monitoring near-design speed of the compressor can be realized 
at the present state. The system will be able to obtain moni
toring data for lower speeds if measurements also will be taken 
in the front stages. Furthermore, additional measurements in 
different compressors can help to obtain further information 
about the influence of various geometries and loads. 
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Rotating Stall Acoustic 
Signature in a Low-Speed 
Centrifugal Compressor: Part 1 — 
Vaneless Diffuser 
An experimental study is performed to identify spatially coherent pressure waves, which 
would serve as precursors to the development of an instability in the Purdue Low-Speed 
Centrifugal Research Compressor when configured with a vaneless diffuser. To achieve 
this, sensitive electret microphones were uniformly distributed around the circumference 
in the inlet and diffuser sections of the compressor. Fourier analysis of simultaneously 
sampled data from these microphone arrays was employed to identify the development 
of dominant spatial modes in the pressure field in the compressor. The transition to stall 
was observed to be a gradual process, with the growth of the pressure waves into those 
corresponding to a large-scale stall condition occurring over a time span of 26 impeller 
revolutions. The excitation of the pressure waves, as indicated by spatial Fourier 
analysis, occurred 14 impeller revolutions before small changes were evident in the 
microphone signals, and 26 revolutions before the stall condition could be considered 
fully developed. 

Introduction 
The operating range of a compressor is limited by the 

surge and choke lines on the system performance map. The 
surge line is of particular interest due to its proximity to the 
maximum efficiency point of the compressor. Current gener
ation turbomachines must allow for a safety margin that 
places the operating point in a region far enough removed 
from the surge line so as to prevent the onset of instability. 

The surge line refers to a barrier, typically represented on 
a constant-speed operating characteristic, where the com
pressor would exhibit unstable behavior if the machine were 
throttled to a lower mass throughflow. The term "surge line" 
is somewhat misleading since surge is only one of the possi
ble phenomena that result when this boundary is reached. In 
turbomachinery, the types of instabilities found can be cate
gorized as rotating stall or surge. Surge refers to a global 
oscillation of the mass flow through the compression system, 
often with complete flow reversal occurring. Surge is re
garded as a phenomenon of the entire compression system, 
consisting of the compressor and the system into which it 
discharges. Rotating stall, in contrast, is an instability local to 
the compressor itself, and is characterized by a circumferen-
tially nonuniform mass deficit that propagates around the 
compressor annulus at a fraction of wheel speed. 

The disadvantages of bringing a compressor into a stall or 
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surge condition are twofold. First, compressor performance 
falls drastically when instability is encountered. On flight-
rated turbine engines, such a performance degradation and 
resulting loss of thrust can be catastrophic. Second, as dis
cussed by Haupt et al. (1986), and Jin et al. (1992a, 1992b), 
rotating stall and surge can represent dangerous unsteady 
aerodynamic excitations to impeller and diffuser vanes. For 
these reasons, attempts to increase the stable operating range 
of compressors have long been an area of vigorous research 
activity. 

Attempts to increase the stable operating range of com
pressors take the form of passive methods and, more re
cently, active control methods. Examples of the former range 
from conventional technologies such as close-coupled re
sistances and inlet prewhirl to more exotic solutions such as 
casing treatment. A discussion of such methods is given by 
Greitzer (1981). In general, all such methods appear to carry 
some performance penalty along with the sought-after in
crease in operating range. 

Due to the promise of achieving increased stall margin 
while avoiding the performance penalties of passive methods, 
active control schemes have recently become an area of 
increased research activity. Definitive success has been 
achieved in the suppression of surge in centrifugal compres
sors, as reported by researchers such as Pinsley et al. (1991) 
and Ffowcs Williams and Graham (1990). Equally promising 
results have been demonstrated for rotating stall in low-speed 
axial compressors by both Day (1991a) and Paduano (1993). 

Although exhibiting the same fundamental type of instabil
ities, centrifugal compressors are characterized by a much 
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broader spectrum of unstable behavior than their axial coun
terpart. The wide variety of geometries that have been tested 
to date have resulted in an equally large variety of instability 
pathologies. The wide variety of instability behavior, along 
with the inherently complicated flow in such a machine, are 
primary reasons that rotating stall and surge in centrifugal 
compressors are less well understood than similar phe
nomenon in axial compressors. 

An active control scheme to control rotating stall in a 
centrifugal compressor in a manner similar to that which has 
been applied to axial machines was theoretically investigated 
by Lawless and Fleeter (1991). A basic assumption in that 
analysis was that, in its early stages, rotating stall is well 
represented as a weak, linear disturbance, which grows into a 
finite disturbance in a region of preferential amplification on 
the performance map. Such a phenomenon has been ob
served in axial compressor stall initiation by Gamier et al. 
(1991). This concept of a "pre-stall"or "modal" wave type of 
stall initiation is in contrast to a different, and perhaps more 
traditional view that rotating stall is the result of the propa
gation of a finite separation zone on a rotor airfoil due to 
blockage effects, as described by Emmons (1955). The ap
pearance of a finite stall cell, rather that the growth of a 
weak sinusoidal wave, is reported to be the primary mecha
nism of stall initiation in axial compressor investigations 
carried out by Day (1993b). Nevertheless, Day was able to 
achieve significant results with a control system designed to 
alleviate the stall condition by injecting air into the region 
near the developing stall cell (1993a). 

From the investigations into axial compressor rotating 
stall, both mechanisms noted above appear to be important 
for stall initiation. In both cases, however, active control 
schemes based on detection of an early precursor to stall 
have proven successful. To date, similar results have not been 
reported for the problem of centrifugal compressor rotating 
stall. An obvious step in this direction is the investigation 
into rotating stall initiation in centrifugal compressors. 

The work presented here is directed at providing a picture 
of stall and surge initiation in a low-speed centrifugal com
pressor when viewed with a tool that has proven useful in the 
investigations of axial stall initiation-Fourier analysis in the 
circumferential spatial domain. Compressor instability as a 
system phenomenon is considered, with the goal being to 
characterize the early stages of performance-limiting instabil
ities better and identify possible weak pressure, or acoustic, 
waves, which could serve as a precursor to centrifugal com
pressor stall and form the basis of an active control system. 
To this end, arrays of pressure transducers are circumferen-
tially distributed in the inlet and diffuser sections of the 
Purdue Low Speed Centrifugal Research Compressor. The 
microphone arrays are sampled while bringing the compres
sor into an instability condition by slowly closing a throttle 
plate after the compressor has been allowed to reach a 
steady operating condition. Data acquisition is terminated 
when the trigger level from a single inlet microphone reaches 
a previously determined level and the proper number of 
posttrigger samples has been acquired. 

In this paper, a detailed description of the data acquisition 
and reduction techniques employed to detect compressor 
instability precursors is introduced. These techniques are 
then applied in the analysis of the stalling behavior of the 
Purdue Low-Speed Centrifugal Research Compressor config-
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Fig. 1 Cutaway view of the Purdue low-speed centrifugal com
pressor facility 

ured with a vaneless diffuser. The behavior of this compres
sor with three different vaned diffuser configurations is ad
dressed in an accompanying paper. 

Experimental Facility and Instrumentation 

Purdue Low-Speed Centrifugal Research Compressor. 
The experiments discussed herein were conducted in the 
Purdue Low-Speed Centrifugal Research Compressor 
(PLCRC). This compressor is shown schematically in Fig. 1. 
The compressor features a shrouded, mixed flow impeller 
with 23 backswept blades, and a diffuser that may be config
ured with up to 30 cambered vanes. Optionally, the diffuser 
vanes may be removed and the compressor operated with a 
parallel walled vaneless diffuser. The compressor is driven by 
a 29.8 kW (40 hp) induction motor. The nominal operating 
speed for the impeller is 1790 rpm, giving an impeller pass 
frequency of 29.8 Hz and a blade pass frequency of 686.2 Hz. 

Flow enters the compressor impeller axially, passes through 
the impeller, enters into a curved vaneless space and then 
exits into a parallel walled vaned radial diffuser, as shown in 
Fig. 2. The diffuser empties into a scroll of square cross 
section. Flow is evacuated from the scroll through a dis
charge pipe, with a butterfly valve driven by a gear motor 
located at the termination of this discharge pipe serving to 
throttle the compressor. 

When employed, the vanes are mounted using 30 eccentric 
cams imbedded in the endwall of the diffuser. By inde
pendent rotation of the cam and the vane, both the vane 
stagger angle and leading edge radius are modified. In the 
PLCRC facility, the configuration of the diffuser controls the 
type of instability behavior encountered. Rotating stall condi
tions exhibiting a variety of cell patterns as well as surge are 
observed when the compressor diffuser configuration is var
ied. In this investigation, the diffuser vanes were removed 
and the compressor operated with a parallel walled vaneless 
diffuser. A steady-state characteristic curve for this configu
ration is given in Fig. 3. 

Instrumentation. The instrumentation used in this inves
tigation was required to detect weak, low-frequency, spatially 
coherent waves in the compressor. To this end, researchers 
such as McDougall et al. (1990), Day (1993b), and Gamier et 

Nomenclature 

/, = frequency measured by a single n = mode number 
transducer pe = exit static pressure 

N = number of transducers in spatial pti = inlet total pressure 
array t = time 

VP 

U = wheel speed at mean inlet radius 
= phase angular velocity 
= axial velocity at inlet 

a = mode phase angle 
p = density 
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Fig. 2 Compressor flow path 

al. (1991) have employed Fourier analysis of the signals from 
circumferentially distributed hot-wire probes. Although this 
type of instrumentation has proven successful, the high cost 
of the large number of sensors required (up to 15 sensors 
were eventually employed in this experiment) and the desire 
to avoid the introduction of intrusive probes into the diffuser 
section near the vaneless space discouraged their use in this 
application. 

Recently, researchers such as Kendall (1990) and Johnston 
and Sullivan (1992) have put inexpensive audio electret mi
crophone elements in service as dynamic pressure transduc
ers. Because of their high sensitivity and low cost, these 
devices, with slight modifications, were chosen for use in the 
current study. Although the microphones show some nonlin-
earity in the frequency domain, they exhibit excellent ampli
tude linearity over a limited frequency band and also demon
strate excellent low-frequency response. 

The microphones are connected to the flow by means of 
static pressure taps located on the O.D. endwall of the inlet 
and diffuser sections of the compressor. In the inlet, eight 
microphones are distributed uniformly around the inlet cir
cumference 1.8 cm in front of the tip of the impeller leading 
edge. Fifteen microphones are placed, again with uniform 
circumferential spacing, in the diffuser mounting cams, allow
ing the static ports to be relocated when vanes are intro
duced and thus prevent their obstruction. 

The PLCRC features a window in the diffuser case that 
allows optical access. To accommodate this window, three of 
the thirty mounting cams are located on the I.D. endwall 
and, therefore, one of the fifteen microphones was also 
mounted on the I.D. endwall. Since the disturbances of 
interest are representative of the core flow of the compressor 
rather than isolated to a particular boundary layer, this 
modification is considered an acceptable compromise. 

To prevent the high-frequency signals from rotor blade 
passage and flow noise from dominating the low-frequency 
signals of interest, a short attenuator tube is installed be
tween the microphones and the static taps in the compressor 

Fig. 3 Compressor characteristic curve 

GASKET , MICROPHONE 

Fig. 4 Attenuator tube and microphone mounting schematic 
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Fig. 5 Ratio of microphone gain to maximum microphone gain and 
the phase response of typical electret microphone and attenuator 
tube 

endwall, as shown in Fig. 4. The attenuator, consisting of a 
stainless steel tube of 4.5 mm diameter filled with a 5-mm-long 
porous felt core, serves as a pneumatic low-pass filter. Each 
microphone with its specific attenuator tube is dynamically 
calibrated against an Entran EPIL-6B-2 dynamic pressure 
transducer. Typical results from this calibration are given in 
Fig. 5. This figure presents the microphone gain magnitude 
relative to its maximum value, showing that signals at blade 
pass frequency are attenuated by a factor of 2.5 with respect 
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to impeller speed, while a frequency of 5000 Hz marks the 
beginning of the stop band of the filter. With the addition of 
the attenuator tubes a highly nonlinear phase response is 
encountered, also shown in Fig. 5. Note that the unaltered 
microphones produce a negative voltage for an increasing 
pressure, which manifests itself as a response that is 180 deg 
out of phase with the pressure signal. Although the nonlin-
earity of the frequency response precludes direct conversion 
of the microphone voltage output to pressure, the approach 
taken in processing the signals, as discussed below, minimizes 
this difficulty. In addition, the device linearity is not a critical 
requirement for this application since the overall goal of the 
microphone arrays is to serve as spatial wave detectors rather 
than fine resolution pressure transducers. To obtain the best 
possible results from the spatial Fourier analysis, the micro
phones in the inlet and diffuser section were selected from a 
larger lot of 60 microphones for similar phase and magnitude 
response. 

The static pressure rise in the compressor scroll is mea
sured from a tap placed on the opposite side of the scroll 
from the discharge pipe. This pressure is monitored with a 
Scanivalve Model J pressure multiplexer and transducer. 

Experimental Technique 

Data Acquisition. Acquisition and digitization of the mi
crophone signals is accomplished using four National Instru
ments NB-A2000 analog-to-digital conversion boards in
stalled in an Apple Macintosh Ilfx computer. This system 
allows 16 channels of simultaneously acquired data to be 
recorded. Data acquisition is initiated by an analog trigger 
signal supplied by one of the inlet microphones. The boards 
are operated in a pretrigger mode, where samples before the 
trigger occurred are recorded along with posttrigger data. 

To bring the compressor into an instability condition, the 
throttle plate is slowly closed from the fully open position 
after the compressor has been allowed to reach a steady 
operating condition. Data acquisition is terminated when the 
trigger level from the inlet microphone reaches a previously 
determined level and the proper number of posttrigger sam
ples have been acquired. Continuous motion of the throttle 
plate is employed throughout the acquisition sequence. 

The frequencies at which periodic structures in the flow 
field erupted are first identified with a joint time-frequency 
analysis performed on the signal from a single microphone. 
Signals from a single inlet microphone and a single diffuser 
microphone are recorded as the compressor throttle is slowly 
closed. The rate of closure of the throttle was chosen to allow 
a complete record of significant phenomena occurring in the 
compressor to be digitized and retained. To increase resolu
tion in the time and frequency domains, a sampling fre
quency of 1250 Hz is employed. Although this frequency 
results in an aliasing of the impeller blade pass signals, it was 
chosen so that the aliased frequency was still well above the 
expected rotating stall values. 

After the stalling behavior is characterized with the time-
frequency analysis, the detection of circumferential pressure 
waves in the compressor is undertaken. Data from the micro
phone arrays in the inlet and diffuser are acquired at a 
sampling frequency of 5000 Hz. Typically, 5 seconds of data 
is recorded with 92 percent of the retained samples taken 
before the trigger occurred. Data from the eight inlet micro
phones and five of the diffuser microphones, or all 15 of the 
diffuser microphones could be acquired simultaneously. The 
throttle closure rate used for these experiments is identical to 
that employed in acquiring the data for the joint time-
frequency analysis. 

Data Analysis Techniques. Two data analysis techniques 

Spatial distribution ol H 
flow variable In a one-ceii. 
non-sinusoidal slaH pattern 
propagating at a phase angular 
velocity V p 

/n\ Signal Irom a single transducer as a lunctlonol time 
V V and the correspondnfj Fourier translorm 

Angular Position » Constant 
- First Harmonic 

- Second Harmonic 

J 

Signal Irom a drcumlerenaalv dtsutbuted array 
CJ ol transducers at an Instant ol Urne and He 

oormpondng Fourier tranelomi. 

First Mode (n=1) 

r- Second Mode (n=2) 

Fig. 6 Waveforms in the spatial and temporal domains, and their 
representation In the Fourier domain 

are applied to the data acquired from the microphones. A 
joint time-frequency analysis of the signal from a single 
microphone is first performed to identify the frequency bands 
where instability was encountered. A spatial Fourier analysis 
of the simultaneously sampled microphone arrays is then 
made to provide a detailed picture of the stalling behavior. 

Joint Time-Frequency Analysis. The joint time-frequency 
analysis consists of performing a Fourier transform on a 
fraction of the data, or window, and then repeating the 
process by advancing the window by a short time period. The 
resultant spectra at each step, when plotted together, form a 
picture of the transient frequency content of the signal under 
scrutiny. Because of the aforementioned nonlinearity of the 
microphone signals, data scaling for these results is per
formed in the frequency domain. 

Spatial Domain Analysis: Signals in the Spatial Domain. 
As mentioned previously, Fourier analysis of signals from an 
array of circumferentially distributed sensors has proven ef
fective in the detection of the early stages of spatially coher
ent events such as rotating stall. In such a technique, the 
Fourier transform is performed in the spatial domain on 
signals acquired at the same instant in time, with the resul
tant harmonics representing the wave number (n) or mode of 
the spatial pattern. 

For illustrative purposes, Fig. 6 presents the representa
tions in the frequency and spatial mode domains of an 
assumed stall pattern. The spatial distribution of a flow 
variable (e.g., velocity or pressure) about the compressor 
circumference is represented as a square wave. If at a given 
instant of time the phase angle of the stall pattern is given by 
a, the rate of propagation of the stall pattern around the 
annulus is given by time rate of change of a, here defined as 
the phase angular velocity Vp: 

da 
Vp = ~di (1) 

Although the customary units for an angular velocity are 
expressed as radians per unit time (e.g., rad/s), the relation
ship between the phase angular velocity of a modal pattern 
and the frequency of the stall phenomena make a phase 
velocity reported in Hertz the most useful quantity for this 
investigation. Specifically, 

f, 
Wp\ = - (2) 

where /, is the frequency of the stall phenomenon that would 
be recorded by a single sensor at a fixed circumferential 
position. 
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Fig. 7 Representation of a surge condition in the modal domain 

As used in this application, the phase angular velocity in 
Hertz is a signed quantity where the sign represents the 
direction of propagation around the compressor annulus. By 
convention, the positive direction will be taken with impeller 
rotation. 

When viewed as a time history of the signal from a single 
transducer at a fixed circumferential location, the stall cell 
would be represented by a square wave as shown in Fig. 6(b). 
After Fourier decomposition, the frequency domain repre
sentation of this signal is characterized by temporal harmonic 
components of decreasing magnitude. 

In a spatial domain analysis of the stall pattern, a number 
of circumferentially distributed transducers are sampled si
multaneously. If the flow variable is plotted against angular 
position at a given instant in time, as in Fig. 6(c), the signal 
again takes the form of a square wave. Fourier decomposi
tion of the signal results in the representation of the signal in 
the modal domain. The spatial wave number or mode («) 
reflects the number of peaks around the circumference for 
the particular component, as shown in Figs. 6(rf, e). As in a 
frequency domain transform, the relative magnitudes of the 
fundamental and higher modes provides an indication of the 
nature of the waveform. A dominant fundamental mode 
indicates a wave that is sinusoidally distributed around the 
circumference. As the higher modes grow in magnitude, the 
wave takes on a more impulsive distribution. 

It is important to note that the temporal harmonics and 
spatial modes are not independent phenomena. For the 
square wave shown in Fig. 6 the second temporal harmonic is 
represented in the spatial domain by the second mode, and 
vice versa. If the stall condition had been characterized by a 
two-cell pattern around the machine circumference, then the 
fundamental temporal harmonic would have corresponded to 
the second spatial mode (n = 2), and the second temporal 
harmonic would be represented in the spatial domain as the 
fourth mode (n = 4). 

In the spatial domain, as in the time domain, the zeroth 
mode (n = 0) of the Fourier coefficients represents the mean 
level of the signal. When concerned with signals from an AC 
coupled device such as a microphone, confusion may result 
from the appearance of a time history of the n = 0 mode. To 
clarify results to be presented later, Fig. 7 shows a simplified 
representation of the signal from a single microphone when a 
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Fig. 8 Passbands of two 10th-order Butterworth filters used to 
separate signals with frequency content of 48 Hz and 54 Hz 

compressor is simultaneously experiencing both surge and 
one-cell rotating stall, here represented by a low and high-
frequency waveform, respectively. Since the low-frequency 
signal (surge) represents a change that occurs in a circumfer
entially uniform manner, the magnitude of this wave is repre
sented by a cycloidal trace of the n = 0 mode from the 
spatial transform. The higher frequency rotating stall is a 
circumferentially nonuniform phenomenon, and hence ap
pears as a line in a trace of the n = 1 mode. 

Data Reduction. Data from the microphones are numeri
cally band-pass filtered using Butterworth filtering algo
rithms. Although this was initially performed to reduce noise 
and allow the signals to be scaled by a representative gain 
value, initial results from the experiments provided addi
tional motivation for this procedure. Early analysis of the 
stalling behavior of the compressor revealed that often, for a 
given spatial mode, both a fundamental and second temporal 
harmonic were in evidence within a narrow frequency band. 
To extract an accurate representation of the behavior of the 
compressor, high-order filters (order 10) of bandwidths as 
narrow as 15 Hz are employed around the frequency /, 
identified in the joint time-frequency analysis. This "limited 
band" spatial Fourier analysis also aids in the prevention of 
signal aliasing, discussed below, by restricting the information 
used in the spatial transform to a single disturbance. 

A typical example of the method used to isolate signals 
closely spaced in the frequency domain is given in Fig. 8. 
Here, the pass-bands of two lOth-order Butterworth filtering 
algorithms are shown. In this case, the filters are used to 
separate phenomena occurring at 48 Hz and 54 Hz, shown by 
the dashed lines. The filter cut-off frequencies have been 
selected to limit the interchange of information between the 
two frequencies of interest by attenuating one heavily while 
keeping the other inside the pass-band of the filter. It should 
be noted that phase distortion is introduced by such tech
niques. However, since the same filter is applied to the 
signals from each microphone in the simultaneously sampled 
array, these phase shifts did not adversely affect the analysis 
in the spatial domain. 

The numerical filtering techniques discussed above intro
duce two significant difficulties into the interpretation of the 
results thus produced. First, numerical filters exhibit a start
ing transient proportional to filter order as the filter coeffi
cients adjust from their initial values. This problem is easily 
disposed of by recording enough data to allow the transient 
to decay before the signals of interest are encountered. The 
second, and more significant, problem concerns the response 
of a filter to a transient event. As a signal changes character 
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Fig. 9 Illustration of the relationship between filter order and time 
lag for a typical mode magnitude signal 

in time, a lag is introduced into the filtered signal as the 
coefficients adjust to the change. As in the case of the 
starting transient, this lag is proportional to filter order and 
also a function of the width of the filter pass-band. 

The high-order, narrow-band filters used in this analysis 
introduced a time lag in the filtered signals of as much as 
three impeller revolutions. To adjust for this effect, the 
proportionality between the filter order and time lag is 
utilized to shift the filtered data in time. In this manner 
signals with a common temporal reference were generated to 
allow accurate comparison of transient events. An illustration 
of the technique is given in Fig. 9, where results of the rise of 
the magnitude of a spatial mode are shown. The figure shows 
four traces, each corresponding to results from signals proc
essed with a different filter order. To determine the time lag 
introduced by the filtering, a singular feature in the signal 
traces is identified, and the time of this event at each trace 
noted. Fortunately, such unique structures were prevalent in 
the signals recorded in the current investigation. Two such 
occurrences are indicated by the dotted lines in Fig. 9, with 
the slope of these lines defining the relationship between 
filter order and introduced time lag. Once this slope is 
determined, the filtered data are shifted back in time to a 
common, unfiltered time reference. With careful application 
of this technique, temporal resolutions of ± 1 revolution have 
been achieved in the data sets to be presented. 

After filtering, the signals for each microphone are scaled 
by the appropriate gain value and then processed with the 
spatial Fourier transform. A finite difference estimate of the 
first derivative is used to calculate the phase propagation 
velocity of the spatial pattern Vp from the phase angle of the 
Fourier coefficients. 

Because of the limited number of transducers that could 
be practically employed in the microphone arrays, the 
prospect of signal aliasing was of concern. Aliasing of a 
digitally acquired signal occurs when the sampling frequency 
is insufficient to allow reconstruction of the analog signal 
from the discrete digital data. A mathematical theorem, the 
sampling theorem, states that if an analog signal is sampled 
at a rate greater than twice the highest frequency contained 
in that signal, then the original signal can be exactly recov
ered from its sample values. This condition on the sampling 
frequency is known as the Nyquist criterion, and the value of 
one half the sampling rate is referred to as the Nyquist 
frequency. Violation of the Nyquist criterion by undersam-

1 l ~ 
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Modal Content of Undersampled Signal 

-3 -2 -1 
Fig. 10 Aliasing of an undersampled signal in the modal domain. 
Modes outside the Nyquist (N = 3) are erroneously aliased into 
lower order modes. 

pling a waveform results in information from harmonic com
ponents of frequencies greater than the Nyquist frequency 
being spuriously represented in the frequency range below 
the Nyquist. 

In a spatial domain sampling of a waveform, the number 
of transducers employed defines the sampling period and 
hence the effective "sampling frequency." Waves of har
monic number greater than the Nyquist (number of transduc
ers divided by two) will be aliased into a different harmonic, 
possibly creating confusion as to the actual mode shape. This 
phenomenon is shown figuratively in Fig. 10, where the 
folding of an undersampled signal about the Nyquist wave 
number (or frequency) is shown. In this case, information 
from the n = 4 and n = 5 modes in the physical variable 
have been aliased into the n = \ and n = 2 modes of the 
results from a spatial Fourier analysis of a six-transducer 
array. Such aliasing effects are reduced by the use of the 
numerical filtering techniques discussed above. However, the 
aliasing effect can be employed in the positive identification 
of the actual mode shape if two arrays of transducers, each 
with a different number of sensors sharing no common 
factor, are employed. For example, if an n = 10 wave was 
detected by an array of eight sensors, the information would 
be aliased into the n = 2 harmonic. The same n = 10 pat
tern would excite the n = 5 spatial mode of results from a 
fifteen sensor array. This knowledge was used with the inlet 
and diffuser microphone arrays to confirm the nature of the 
excited mode shapes in the compressor. The Nyquist folding 
diagrams for the inlet, full diffuser, and partial diffuser 
arrays are presented in Fig. 11. 

Results 

Stalling Behavior With Vaneless Diffuser. A series of 
experiments was performed with the diffuser vanes of the 
PLCRC removed. In this configuration the compressor enters 
a one-cell rotating stall condition. The development of this 
stall condition in the compressor is first characterized by a 
joint time-frequency analysis of the signal from a single 
transducer. This information is then used to extract detailed 
information on stall initiation by a limited band spatial 
Fourier analysis of the signals from the inlet and diffuser 
microphone arrays. 

Joint Time-Frequency Analysis. Figure 12 shows the pres
sure trace from the scroll-mounted pressure transducer, the 
signal from an inlet microphone, and the signal from a 
diffuser microphone as the throttle of the compressor is 
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Nyquist Folding Diagram for 8 Microphone Inlet Array 
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Nyquist Folding Diagram for 15 Microphone Diffuser Array 
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Fig. 11 Nyquist folding diagram for the inlet and diffuser micro
phone arrays, showing where aliased modes will appear in Fourier 
transform results 
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Fig. 12 Initiation of rotating stall for the centrifugal compressor 
with vaneless diffuser. Comparison of compressor scroll pressure, 
the signal from an inlet microphone, and the signal from a diffuser 
microphone as the throttle is closed. 

slowly closed. Note that the time units have been scaled with 
impeller pass period, and thus is reported in impeller revolu
tions. To remove the effects of the extreme low-frequency 
sensitivity of the attenuated microphones, the signal traces 
have been high-pass filtered to eliminate frequency content 
below 3 Hz. Peak pressure rise in the compressor scroll 
occurs at t = 275 impeller revolutions. Shortly after this 
condition is achieved, at t = 310 revolutions, the inlet and 
diffuser microphones record a simultaneous increase in sig
nal magnitude as the compressor enters rotating stall. 

A joint time-frequency analysis was performed on the 
signals from the inlet and diffuser microphones shown in the 
previous figure, with results presented in Figs. 13 and 14, 
respectively. As described previously, these figures are cre
ated by plotting the spectra from a series of small-sample 
Fourier transforms. For these data, a sampling window of 24 
revolutions in length was employed, and this window was 
progressed through the data set at an increment of three 
revolutions. 

As the throttle is closed from the fully open position, 
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60 

Frequency (Hz) 

Fig. 13 Joint time-frequency analysis of the inlet microphone sig
nal of Fig. 9. Development of a 24 Hz one-cell pattern and the 
second harmonic of this signal Is shown. 

Frequency (Hz) 

Fig. 14 Joint time-frequency analysis of the diffuser microphone 
signal of Fig. 9. Evolution of a 24 Hz one-cell stall pattern and the 
second harmonic of this signal are shown. 

excitations of frequencies corresponding closely to integral 
orders of impeller speed are evident near points A and B on 
the figure. For the current case of a compressor with a 
vaneless diffuser, the frequency corresponding to twice the 
impeller speed (59.6 Hz) showed the greatest excitation, here 
most clearly shown from the diffuser analysis of Fig. 14. Both 
the inlet and diffuser results show that these excitations are 
greatest at higher flow rates, and their magnitude is reduced 
significantly as the compressor approaches peak pressure rise 
just before instability is encountered. 

At approximately t = 300 impeller revolutions (point C) a 
rotating stall condition appears in both the inlet and diffuser 
at a frequency of 24 Hz, with an apparent second harmonic 
of this signal evident at 48 Hz near point D. 

To verify that these signals correspond to pressure signals 
rather than due to vibrational excitation of the microphone 
diaphragm or electrical noise, the experiment was repeated 
with the microphone static pressure ports sealed. Data from 
this experiment indicated that vibration and/or electrical 
noise measurements were two orders of magnitude less than 
the observed pressure readings. It is therefore concluded that 
the signals shown correspond to an actual pressure disturb
ance in the compressor. 

Stall Initiation in the Spatial Domain. A more detailed 
picture of the stall initiation process in the compressor is 
provided by the spatial Fourier analysis of the signals from 
the inlet and diffuser microphone arrays. For this purpose, 
data from the arrays were acquired while the compressor 
throttle plate was closed at the same speed used for the 
time-frequency analysis above. 
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Fig. 15 Time history of a single Inlet and a single diffuser micro
phone signal taken during simultaneous sampling of the inlet and 
diffuser microphone arrays. These signals correspond to the spa
tial domain analyses presented in Figs. 13-16. 

First Temporal Harmonic (rt=24 Hz) 

| First Spatial Mode ( m l ) -

Second and Third Spatial Modes (n=2,3) 

First Temporal Harmonic (f,=54 Hz) 
< Second Spatial Mode (n°2) 

Time (impeller revolutions) 

Fig. 16 Rise of the first and second temporal harmonics of N = 1 
and N = 2 spatial modes. These data were obtained from the inlet 
microphone array. 

80 

A sampling of the inlet and diffuser microphone arrays 
over a 2.5 second period during the throttle closure is repre
sented by the signal traces of one microphone in each array 
given in Fig. 15. For this case, the eight inlet microphones 
and five of the diffuser microphones were simultaneously 
sampled during stall initiation. The first signs of a change in 
compressor behavior can be detected in both the inlet and 
diffuser traces at t = 53 revolutions, with the stall condition 
reaching its ultimate amplitude by t = 65 revolutions. 

The spatial Fourier analysis was performed on the inlet 
and diffuser arrays and the resulting magnitude and phase 
angular velocity plotted as a function of time. Figure 16 
presents the results for the rise of the magnitude of the first 
and second temporal harmonics of spatial modes with one 
and two peaks around the circumference (modes n = 1 and 
n = 2) for the inlet. As discussed previously, all data were 
numerically band-pass filtered around the frequency of inter
est (/,) in order to distinguish fundamental and second 
harmonics of a given stall pattern. 

The top frame of Fig. 16 shows that at t = 39 revolutions a 
change can be discerned in the behavior of the compressor. 
In the first temporal harmonic band (/, = 24 Hz), the magni
tude of the first spatial mode (n = 1) appears to exhibit a 
region where the magnitude of the mode oscillates at a 
frequency of approximately 7 Hz. This oscillation remains at 
a relatively constant magnitude until t = 52 revolutions, when 
the n = 1 mode begins uninterrupted growth, eventually 
achieving a peak magnitude of 185 Pa. The second and third 
spatial mode magnitudes in the first temporal band are 
included in the top frame of Fig. 16 to demonstrate the 
relative difference in the levels of excited and background 
spatial modes. 

The 7 Hz oscillation frequency is interesting in that it 
corresponds roughly to the 6 Hz difference in frequency 
between a one cell wave traveling at impeller speed and the 
eventual stalling frequency of 24 Hz. This apparent "beating" 
phenomenon may be evidence of an impeller-speed order 
forcing function exciting an instability mode of the compres
sor, or may simply be the manifestation of the transducer 
detecting two independent pressure waves. The significance 
of this interaction in the signals will take further experimen
tation to describe accurately. 

The bottom frame of Fig. 16 shows an event that was not 
entirely predicted on first examination of the joint time-
frequency analysis of Figs. 13 and 14. Although the second 
temporal harmonic (/, = 48 Hz, n = 2) of the fundamental 
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Fig. 17 Phase angular velocities for the spatial modes repre
sented In Fig. 13 

n = 1 spatial mode appears to rise steadily after approxi
mately 60 impeller revolutions, a second n = 2 spatial pat
tern arises at a frequency of approximately /, = 54 Hz. This 
corresponds to a separate fundamental temporal harmonic of 
mode n = 2. Excitations of this mode appear as early as 
t = 30 revolutions and exhibit oscillatory behavior until the 
signal disappears at t = 48 revolutions. The final evolution of 
the pattern begins at / = 52 revolutions, achieving a peak of 
110 Pa before beginning a rapid decay. Careful re-examina
tion of the joint time-frequency results shows a weak magni
tude rise in this region. However, the duration of this mode 
in that sampling may have been too short to effectively be 
detected by this type of analysis. 

Figure 17 shows the phase angular velocity Vp = ft/n of 
the spatial modes presented in Fig. 16. These results were 
made from a finite difference estimation of the first deriva
tive applied to the phase angle information returned from 
the spatial Fourier transform at each instant of time. Al
though Vp is an angular velocity, the units have been repre
sented as Hertz rather than rad/s to allow comparisons 
between the mode propagation rate and the eventual stall 
frequency determined by the joint time-frequency analysis to 
be drawn. Note that positive values of Vp refer to propaga
tion in the direction of rotor rotation with respect to the 
fixed reference frame. 

For the first 40 impeller revolutions, the top frame of Fig. 
17 shows the phase angular velocity of the n = 1 mode to be 
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Fig. 18 Rise of the first and second temporal harmonics of N = 1 

and N = 2 spatial modes. These data were obtained from five mi

crophones in the diffuser array. 
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Fig-
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19 Rise of the zeroth, or surge spatial mode (N = o) in the 

and diffuser 

tracking a signal at impeller speed (29.8 Hz), corresponding 
to the weak pressure wave that was indicated by the joint 
time-frequency analysis. At t = 40 revolutions, the phase 
velocity becomes more clearly defined, with this point corre
sponding to the beginning of the oscillation that was ob
served in the magnitude of the n = 1 mode. During the next 
10 revolutions, the n = 1 wave decelerates to the ultimate 
rotating stall frequency of 24 Hz. 

The second panel of Fig. 17 shows the phase angular 
velocity for the second temporal harmonic of the n = 1 
fundamental mode. All but the last 10 revolutions here show 
results that are typical for a spatial mode with poor phase 
correlation. Recall that all the data for these figures was 
band-pass filtered around the frequency of interest. Hence 
the approximate tracking of the signal at the center-band 
frequency is not unexpected. However, the dispersion of the 
data and the periodic drop to negative velocity values was 
found to be typical for a signal that was not related to a 
detectable spatial mode. The eventual adjustment of the 
phase velocity to a 24 Hz value beginning at t = 62 revolu
tions corresponds to the rise in the magnitude of the second 
harmonic indicated in Fig. 16. 

The bottom frame of Fig. 17 presents the phase angular 
velocity for the fundamental n = 2 mode that briefly appears 
in the magnitude plot. Here, for the first 37 revolutions a 
weak n = 2 pattern is propagating at impeller speed (Yp = 
29.8 Hz), corresponding to the weak two-per-revolution sig
nal seen in the joint time-frequency analysis. At t = 37 
revolutions, the phase velocity signal breaks up, re-emerging 
at t = 39 revolutions at the 27 Hz value of the n = 2 funda
mental mode. This signal again loses coherence at t = 47 
revolutions, corresponding to a drop in the magnitude of this 
mode as shown in the previous figure. The signal reappears 
at the 27 Hz value seven revolutions later, as the magnitude 
of the n = 2 pattern rises again. 

Figure 18 shows the rise of the fundamental n = 1 and 
n = 2 modes obtained from the diffuser microphone array. 
The beginning of the growth of both the first and second 
spatial modes appears to correspond with the results ob
tained from the simultaneous sampling of the inlet, the n == 1 
mode beginning a rise at t = 52 revolutions and the n = 2 
mode also rising at / = 52 revolutions. Both the n = 1 and 
n = 2 fundamental harmonics achieve similar magnitudes in 
both the inlet and diffuser sections (185 Pa versus 196 Pa for 
n = 1, 110 versus 90 Pa for n = 2). The oscillatory behavior 
of the n = 1 mode magnitude seen in the inlet is not evident 
in the diffuser results. This is in part attributable to the 
difficulty in identifying weak pressure waves in the diffuser 

section due to a lower signal to noise ratio than in the inlet 
data. 

Figure 19 shows the magnitude of the zeroth spatial mode 
(n = 0) from the inlet and diffuser analyses. This information 
was extracted from a 15 Hz band around a frequency of 5 Hz, 
this value being the surge frequency observed in this com
pressor with other diffuser configurations. Excitation of this 
mode occurs seven revolutions after the rise of the rotating 
stall harmonic was observed. Maximum level of the surgelike 
oscillation reaches 70 Pa in the diffuser section. However, 
results from the time-frequency analysis indicate that this 
phenomenon does not eventually grow into a finite surge 
condition in this configuration. 

Significance for Control Applications. The stalling behav
ior portrayed above shows that the first signs of the develop
ing stall condition in the modal domain were detected 14 
impeller revolutions before the first traces were seen on the 
microphone signals and 26 revolutions prior to where the 
stall condition could be considered fully developed. 

The detection of the stall precursors required substantial 
postprocessing of the data. For implementation in an active 
control system, such postprocessing would be impractical. 
The implementation of analog bandpass filters and short-
sample averaging schemes will be required before the pres
sure signals can be used as an effective stall precursor for a 
control system, and this problem is currently being investi
gated by the authors. 

The presence of two separate fundamental spatial modes 
(n = 1 and n = 2) suggests that a control system for a 
compressor exhibiting behavior similar to that seen here will 
have to address several spatial modes simultaneously. This 
would require a control system capable of introducing multi
ple control waves of near sinusoidal character, lest the higher 
harmonics of one of the control waves interfere with another 
mode. High-solidity arrays of oscillating inlet guide vanes are 
one possibility for the implementation of such a control 
scheme. 

Summary and Conclusions 
The goal of this investigation was to identify spatially 

coherent pressure waves, which would serve as precursors to 
the development of an instability in the Purdue Low-Speed 
Centrifugal Research Compressor when configured with a 
vaneless diffuser. To achieve this, sensitive electret micro
phones were uniformly distributed around the circumference 
in the inlet and diffuser sections of the compressor. Fourier 
analysis of simultaneously sampled data from these micro-
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phone arrays was employed to identify the development of 
dominant spatial modes in the pressure field in the compres
sor. Results from this analysis achieved the goal set for the 
investigation. The transition to stall was observed to be a 
gradual process, with the growth of the pressure waves into 
those corresponding to a large-scale stall condition occurring 
over a time span of 26 impeller revolutions. The behavior was 
typified by one or more weak, circumferentially distorted 
pressure waves adjusting to the ultimate phase propagation 
velocity of the finite stall pattern shortly after arising from 
the background noise of unexcited spatial modes. The waves 
would then grow into a finite stall condition, or dissipate as 
another, stronger mode gained dominance over the flow 
field. The growth of these waves often demonstrated a quite 
oscillatory nature. The excitation of the pressure waves, as 
indicated by spatial Fourier analysis, occurred 14 impeller 
revolutions before small changes were evident in the micro
phone signals, and 26 revolutions before the stall condition 
could be considered fully developed. Thus, it is concluded 
that such techniques are viable in the detection of stall 
precursors in the compressor under study. 
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Control of the Unsteady Flow 
in a Stator Blade Row Interacting 
With Upstream Moving Wakes 
A computational approach, based on a spectral-element Navier-Stokes solver, has been 
applied to the study of the unsteady flow arising from wake-stator interaction. Direct, as 
well as turbulence-model calculations, provide insight into the mechanics of the 
unsteady flow and demonstrate the potential for controlling its effects. The results show 
that the interaction between the wakes and the stator blades produces a characteristic 
pattern of vortical disturbances, which have been correlated to the pressure fluctuations. 
Within the stator passage, the wakes migrate toward the pressure surface where they 
evolve into counterrotating vortices. These vortices are the dominant source of 
disturbances over the pressure surface of the stator blade. Over the suction surface of 
the stator blade, the disturbances are due to the distortion and detachment of boundary 
layer fluid. They can be reduced by tailoring the blade loading or by applying 
nonuniform suction. 

1.0 Introduction 
Turbomachinery flowfields are characterized by the pres

ence of circumferential nonuniformities due to the wake and 
to the potential field of individual blades in each blade row. 
These nonuniformities interact periodically with the blades 
on adjacent blade rows in relative motion, resulting in the 
production of unsteady flow. The unsteady flow leads to 
significant fluctuations of the blade loading, and influences 
heat transfer, separation, and boundary layer characteristics. 
Turbomachinery designs could benefit from controlling the 
undesirable aspects of the unsteady flow in order to enhance 
a reliable and quiet operation. 

In the last twenty years, several experimental as well as 
theoretical/computational studies of flow associated with 
blade row interaction in turbomachinery have been carried 
out (Kerrebrock and Mikolajczak, 1970; Adachi et al., 1974; 
Erdos et al, 1977; Gallus, 1979; Dring et al., 1982; Hodson, 
1985; Rai, 1987; Capece and Fleeter, 1989; Giles, 1991). 
These works have yielded useful and significant results that 
aid the understanding of such flows. 

This paper presents the results from a computational 
investigation, the purpose of which is: (1) to understand the 
mechanisms for production of unsteady flow as a stator blade 
row interacts with upstream wakes; and (2) to demonstrate 
the possibility for reducing the pressure fluctuations. 

Many key aspects of the unsteady flow resulting from wake 
interaction can be dealt with in a two-dimensional context. 
Furthermore, our study is directed at turbomachines that 

Contributed by the International Gas Turbine Institute and presented 
at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters February 12, 1993. Paper No. 93-GT-23. Associate 
Technical Editor: H. Lukas. 

operate in the incompressible and subsonic flow regimes. For 
this reason, we have used an incompressible two-dimensional 
flow model to obtain the results presented herein. 

The stator blade row used in the simulation is character
ized by a stagger angle of 12 deg, by a spacing-to-chord ratio 
of 0.4, and by an inlet swirl angle of 25 deg. The design 
Reynolds number of the flow is 1,000,000 based on the stator 
chord and £4. The tangential velocity of the upstream rotor 
blade is 2.0LL,. The velocity defect of the incoming wakes at 
the axial station corresponding to the inlet boundary of the 
computational domain is 75 percent of the free-stream veloc
ity in the rotating frame. This large value is due to the 
closeness of the inlet boundary to the rotor blade trailing 
edge. It is to be noted that in the stator frame, the wake has 
a tangential velocity excess in the direction of rotor rotation. 

The present investigation is focused on the unsteady phe
nomena taking place when a wake interacts with a blade in 
the blade row. These phenomena are local and have a 
characteristic size, which is considerably smaller than that of 
the circumferentially rotating waves arising in turbomachines 
with nonunitary blade ratios. The interaction of these two 
types of unsteady flow of difference scale does not have, in 
our belief, a qualitative effect on their nature. For this 
reason, a rotor-stator blade ratio of 1:1 is used here to limit 
the computations to a single stator passage. 

2.0 Computational Procedure 

2.1 Governing Equations. The unsteady flow in the sta
tor passage is governed by the Navier-Stokes equations, 
made nondimensional by using the stator blade chord as a 
reference length and the dynamic pressure and axial velocity 
far upstream of the stator as reference pressure and velocity: 
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V - u = 0 

du 
— + u • Vu = - Vp + V 
at Re 

+ vAVu 

(1) 

(2) 

In order to represent the moving wakes from the upstream 
rotor, unsteady Dirichlet boundary conditions are imposed 
on the velocity at the inflow boundary of the computational 
domain: 

1 - Af(y - Vt) 

(1 - Af(y - Vt)) tan d + Af(y - Vt)V (3) 

where the function f(y) specifies the wake velocity profile in 
the rotor frame; in the work presented here f(y) is taken to 
be a Gaussian distribution. In order to simulate the effect of 
control strategies involving fluid suction or injection, Dirich
let boundary conditions are imposed on the blade surface 
too: 

»(xs,ys,t) = ±o-(xs,ys,t)e„ (4) 

Simple extrapolation boundary conditions, which assume that 
the flow does not evolve further in the streamwise direction, 
are imposed at the outflow boundary of the computational 
domain. 

2.2 Time Discretization. A fractional time-splitting 
scheme (Orszag and Kells, 1980) is used to advance the 
Navier-Stokes equations in time. The scheme updates the 
flowfield u at each time increment in three fractional steps: 

1 Convectiue step, which extrapolates the change in velocity 
from time t to time t + At due to convective effects only 
(Eq. (5)). A fourth-order Runge-Kutta scheme is used 
to implement the convective step: 

/ ' 
Vu<A (5) 

2 Pressure step, correcting u" + ' to give a velocity field that 
satisfies the continuity condition. This is accomplished 
by using a backward Euler scheme: 

At 
= -Vp «+i (6) 

and by computing the pressure field from the following 
Poisson equation, with Neumann conditions on all pre
scribed-velocity boundaries (Tan, 1989): 

1 
^ 

At 
(7) 

3 Viscous step, which corrects the velocity update from the 
pressure step u to take into account dissipation effects. 
This step is based on an implicit Crank-Nicholson 
scheme: 

V(DV) 
At 

U " + I = - V ( D V u " ) u" + 1 (8) 
At 

subject to Dirichlet boundary conditions at the inflow 
and blade surface boundaries. Homogeneous Neumann 
boundary conditions are imposed at the outflow bound
ary. 

2.3 Spatial Discretization. The spatial discretization of 
Eqs. (5)-(8) is performed by dividing the computational 
domain into a number of spectral elements. Inside each ele
ment, the flow variables are expanded in series of local 
Lagrangian interpolants hj (Patera, 1984; Korczak and Pa
tera, 1986): 

j=N k = N 

= E E 
y = o k=o 

Pit 
h>(Ohk(r,) (9) 

where (f, 17) is a set of natural coordinates local to each 
element. The periodic boundary conditions are implemented 
during the spatial discretization by using the same index (),jk 

for nodes on the periodic boundaries. The discretized form 
of Eq. (5) and Eqs. (6)-(7) in terms of pointwise velocity and 
pressure can be found from Tan (1989). 

Due to the presence of a time-varying eddy-viscosity coef
ficient, the discretized form of the viscous step (Eq. (8)) is 
however different from that in Tan's paper. The new dis
cretized form is 

EEE A jklm + TtB sjk\m x\m,\ E 4 (io) 

and B„ as standard notation for the disus ing \jklm anu „ J k l m 

cretized Nabla and integral operators (Korczak and Patera, 
1986; Tan, 1989), the viscous matrix Almjk is computed as 
follows: 

Nomenclature 
R„ 

A = velocity defect of the 
wake in the rotor frame 

•dimjk = viscous step matrix 
B = wake thickness parameter 

= 48" 2 In 100/1 
Bimjk = surface integral operator 

(Tan, 1989) 
(C ) 
v w.max-'. 

p.max'Lh peak positive pressure co
efficient at leading edge 

D = effective viscosity = v, + 
1/Re 

e„ = unitary vector normal to 
the blade surface 

hj = local Lagrangian inter-
polant 

N = degree of the expansion 
in series (herein N = 7) 

p = nondimensional static 
pressure 

Re = 

T-

artificial viscosity param
eter 
Reynolds number based 
on cx and [4 

= nondimensional time 
= instant of wake intercep

tion by leading edge 
nondimensional wake 
passing period 

u = u\ + vj = nondimensional velocity 
in the stator frame 

£4 = axial velocity component 
_ upstream of the stator 
U = base (steady) flow veloc

ity field 
V = upstream rotor blade tan

gential velocity 
Sw = nondimensional 99 per

cent wake thickness 
At = nondimensional time in

crement 

9 = flow turning angle at the 
inlet of the passage 

A,, = source term in the vis
cous step (Tan, 1989) 

v, = nondimensional eddy vis
cosity coefficient 

a = nondimensional suction 
(blowing) rate 

(o = vorticity 
( )jki = discretized value at point 

{_"t]j, £k) on element (' 
( )" = referring to the flowfield 

at time step n 
( ) = referring to the distur

bance flow 
( ) = referring to the steady 

flow 
( ) = referring to the update 

from the viscous step 
( ) = referring to the update 

from the pressure step 
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Almjk ~ Ls L, L, L,Dp<FpqtmBpiiriS, •sjk (11) 

The fractional-stepping spectral-element discretization is 
an accurate and virtually nondissipative approach to solving 
the Navier-Stokes equations. Because of this, spectral meth
ods are normally used for direct flow simulation at moder
ately high Reynolds numbers. By setting the eddy viscosity 
coefficient vt to zero in Eq. (2), we have carried out direct 
simulations of wake-stator interaction for Reynolds numbers 
of up to 50,000. Direct simulations have also been used to 
validate our solver against known analytical solutions of the 
Navier-Stokes equations (e.g., flow in a rectangular channel). 

2.4 Turbulence Model. A variation of the Baldwin and 
Lomax (1978) turbulence model is used to compute the 
unsteady flow at high Reynolds numbers (Re ~ 10''). Two 
reasons make the model formulated in the original 1978 
paper unsuitable for wake-driven unsteady flow. First, the 
presence of free wake vortical disturbances far above the 
blade surface biases the calculation of ymax and Fmax (the 
original notation of Baldwin and Lomax is employed herein) 
and results in excessive viscosity in the outer region. Second, 
to compute the values of the wake and Klebanoff factors Fw 

and FK in the region of flow dominated by wake vorticity, it 
is necessary to continuously monitor the location of the wake 
centerlines, from which the y coordinate is measured. 

To overcome the first problem, we have redefined ymm as 
the smallest distance at which dF/dy = 0. To overcome the 
second problem, the original form of the Baldwin-Lomax 
model is used only inside the boundary layer. In those 
regions of the flowfield dominated by wake vortical dis
turbances, the eddy viscosity is given by an implicit function 
of the local vorticity: 

eKCCPJV} + 1 

8CA/B 
- ( 1 + 5 . 5 C £ L E B B V ) - (12) 

where r is the largest root of the following equation 

„.2 M K t a n e 
re 2 ABC 

with C = 1 + V1 

vV2 + 1 
(13) 

This equation is derived by applying the Baldwin-Lomax 
model to a straight moving wake (Valkov, 1992). In view of 
the objective of this study, such a simplified procedure for 
computing the eddy viscosity is justified. While using another, 
more sophisticated turbulence model may improve the com
puted results quantitatively, we believe it will not affect the 
fundamental features of the computed flowfield. 

3.0 Results from the Navier-Stokes Simulation 
The flowfield in the absence of moving wakes at the design 

Reynolds number of 1,000,000 is shown in Fig. 1. This flow-
field will be subtracted from the computed unsteady flow in 
order to visualize the unsteady effects due to the interaction 
of the wakes with the stator. The resultant difference shall be 
referred to as disturbance flow. The unsteady flow is com
puted at a Reynolds number of 1,000,000 too. 

Figures 2-7 show detail snapshots of the disturbance vor
ticity, disturbance velocity, and static pressure in leading 
edge region, at the instant of wake interception and in 
between two wakes. The disturbance vorticity and velocity 
distribution within the entire stator passage are shown in 
Figs. 8-11 for the same time instants. 

On Fig. 6, the incoming wake appears as a high-momen
tum stream directed toward the pressure surface of the stator 
blades. Once within the passage, the wake fluid migrates 
away from the suction surface toward the pressure surface, 

Axial Coordinate (x) 

Fig. 1 Velocity vectors in the absence of rotor wakes 

0.09 0.16 0.23 
Axial Coordinate (x) 

Fig. 2 Disturbance flow vorticity contours, time t0 + 0.1T 

Disturbance flow velocity vectors, time t0 + 0.1T 

where it evolves into two counterrotating vortices referred to 
as wake vortices. As the results in Figs. 8-11 show, these 
vortices dominate the disturbance flow near the pressure 
surface. Each group of vortices seen on this figure corre
sponds to a rotor wake at a distinct stage of its evolution, and 
is convected downstream with the free-stream velocity. 
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Fig. 4 Static pressure field, time f0 + 0.1T 

0.09 0.16 0.23 
Axial Coordinate (x) 

Fig. 7 Static pressure field, time t0 + 0.6T 

0.09 0.16 0.23 
Axial Coordinate (x) 

Fig. 5 Disturbance flow vorticity contours, time l 0 + 0.67 

-0.200 -0.025 50 0.325 0.500 0.675 0.850 1.025 1.200 
Axial Coordinate (x) 

Fig. 8 Disturbance flow vorticity contours at time f0 + 0.1T within 
an entire stator passage 

Fig 

0.02 0.09 0.16 0.23 0.30 
Axial Coordinate (x) 

6 Disturbance flow velocity vectors, time t0 + 0.67 0.025 0.150 0.325 0.500 0.675 

Axial Coordinate (x) 

This wake migration can be explained by the excess of 
tangential velocity in the wake (Kerrebrock, 1970). The wake 
does not seem to penetrate into the pressure surface bound
ary layer. For this reason, the distance between the surface 
and the wake vortices scales as the local boundary layer 
thickness. 

Fig. 9 Disturbance flow velocity vectors at time t0 + 0.1T within an 
entire stator passage 

From the computed results, it appears that the unsteady 
flow over the suction surface of the stator blade is substan
tially different in nature from the flow over the pressure 
surface. As shown in Fig. 2, a distinct vortical region is 
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Fig. 11 Disturbance flow velocity vectors at time t0 + 0.6T within 
an entire stator passage 
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Fig. 13 Static pressure distribution on the blade surface at time 
r0 + 0.6T 

produced on each side of the leading edge upon interception 
of the wake. Both regions contain negative-sign (clockwise) 
vorticity, and will be referred to as B-region (on the suction 
side) and as BP-region (on the pressure side). 

The unsteady effects associated with the BP-region are 
negligible when compared to those of the wake vortices, 
furthermore, this region does not evolve significantly as it is 
convected downstream. On the other hand, the B-rcgion is 
lifted away from the blade surface and evolves into one 
B-vortex; this is shown in Fig. 5. As a consequence, the 
unsteady flow over the suction surface is characterized by a 
row of corotating B-vorticcs, each one corresponding to the 
interception of a rotor wake by the blade. It can be seen from 
Figs. 8 and 11 that these vortices dominate the unsteady flow 
over the suction surface. 

From Figs. 8 and 10 it can be seen that at any particular 
instant, the number of B-vortices within the stator passage is 
larger than the number of wakes. This is a consequence of 
the production of B-vortices taking place in the boundary 
layer, where the convection velocity is smaller than the free-
stream velocity. 

The pressure fluctuations on the blade surface exhibit a 
characteristic pattern, which directly correlates with the fore-
mentioned vortical disturbances. The pattern, shown in Figs. 
12 and 13, consists of: 

1 An intense high-pressure pulse on the pressure side of 
the stator blade leading edge, produced upon wake 
interception. This pulse is associated with the higher 
total pressure fluid in the rotor wake. Its peak value can 
be estimated using the following formula (Valkov, 1992): 

C,t.nax = (1 - ^ ) 2 c o s " 0 + 2/1(1 - A)Vim 6 + A2V2 

(14) 

2 An intense low-pressure pulse on the suction side of the 
leading edge; produced upon wake interception. This 
pulse appears to be associated with the increase in local 
angle of attack when the wake is encountered. 

3 A sequence of low-pressure peaks (depressions) moving 
downstream along the suction surface of the blade. As 
shown by correlating the pressure contours in Figs. 4 
and 7 to the disturbance velocity field in Figs. 3 and 6, 
each depression is the reflection of a low static pressure 
region in the core of a nearby B-vortex. 

4 A sequence of moving disturbances on the pressure 
surface. Each disturbance consists of low-pressure re
gions associated with the cores of the two wake vortices, 
interleaved with a high-pressure region where the dis
turbance flow is directed against the blade surface (Fig. 
7 versus Fig. 6). 
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Fig. 14 Disturbance flow vorticity contours at time (0 + 0.67" within 
an entire stator passage. Result from a direct Navier-Stokes calcu
lation at Re = 10,000 

All the foregoing unsteady flow features have also been 
observed in direct Navier-Stokes simulations with various 
combinations of loading and wake parameters for Reynolds 
numbers ranging from 5000 to 50,000 (Valkov, 1992). This is 
illustrated in Fig. 14, which shows the instantaneous dis
turbance vorticity contours in the passage from a direct 
simulation at a Reynolds number of 10,000. The similarity 
between the results in Figs. 10 and 14 suggests that the wake 
vortices, the B-vortices, and the characteristic pressure fluc
tuation are generic features of wake-driven unsteady flows. 

4.0 Origin of the Unsteady Flow Features 

4.1 Method of Investigation. To provide insight into the 
origin of the unsteady flow features discussed above, we have 
compared the Navier-Stokes results to those from linearized 
and inviscid calculations. For this purpose, the unsteady flow 
in the stator is split in two parts: 

U(x,y,t)=V(x,y)+u(x,y,t) (15) 

The first part, U, is the steady-state viscous flowfield that 
would exist in absence of wakes. This flowfield, shown in Fig. 
1, will be referred to as base flow. The second part, u, is the 
disturbance flowfield containing the unsteady effects. This 
allows one to re-formulate the Navier-Stokes equations in 
terms of disturbance flow with each term representing a 
specific unsteady process as follows: 

da _ _ 
— + U • Vu + u • VU + u • Vu = - V p + V(DVu) 

i ii in " w 

(16) 

Term Represents 
I Convection of the wake disturbances by the base flow. 
II Distortion of the base flow vorticity by the unsteady 

disturbance flow. 
III Self-advection of the disturbance flow. 
IV Dissipation of the disturbance under the effect of steady 

and turbulent shear stresses 

Instead of solving the full Navier-Stokes equations and 
subtracting the base flow, we could have obtained the results 
in Figs. 2-14 by solving Eq. (16). However, this approach 
does not provide much insight into the mechanisms involved 

Fig. 15 Disturbance flow vorticity contours at time t0 + 0.0T from a 
linearized calculation with a viscous base flow (base flow Re = 
1,000,000) 

in the production of the unsteady flow features such as wake 
vortices and B-vortices. For this purpose, we have solved a 
simplified form of Eq. (16), referred to as linearized perturba
tion equation: 

du _ 1 
— + U • Vu + u • VU = - V p + — V 2 u (17) 
St • R„ 

i II 

from which the nonlinear and viscous term have been 
dropped, and compared the results to those from the 
Navier-Stokes code. 

The linearized equation is solved numerically by using a 
spectral element technique, which is very similar to that used 
in the Navier-Stokes solver. Since this technique is nondissi-
pative, an artificial viscosity term is present in Eq. (17) in 
order to prevent numerical instability. The inviscid nature of 
the perturbation flow is however partly reproduced by using 
free-slip boundary conditions in the viscous step, and by 
keeping the artificial viscosity parameter Ra as high as possi
ble. 

4.2 Unsteady Flow Near the Suction Surface. The 
Navier-Stokes calculations show that the unsteady flow near 
the suction surface of the stator blade is dominated by the 
moving row of B-vortices. A linearized calculation using the 
viscous base flow from Fig. 1 reproduces this quite well. As 
shown by a comparison between Figs. 15 and 8, all major 
disturbance flow features (B-regions and subsequent B-
vortices) over the suction surface are faithfully represented 
by the linearized calculation. 

The linearized solver treats the disturbances as inviscid. 
This suggests that the origin of B-vorticity lies in the viscous 
base flow. One may postulate that the B-vorticity is associ
ated with the distortion term u • VU, which is common to 
both Eqs. (16) and (17). Under this hypothesis, the produc
tion of vortical B-region in the leading edge region can be 
described as a distortion of boundary layer fluid by the 
convective effect of the wake velocity field. This is illustrated 
in Fig. 16, where part of the boundary layer is lifted off from 
the surface by a passing wake. The resulting vortical B-region 
is subsequently detached from the boundary layer by the 
convective action of the wake. Once in the free stream, the 
B-region evolves into a B-vortex. Such a mechanism can 
explain why all B-vortices are of the same sign—they contain 
negative vorticity from the suction surface boundary layer. 

To confirm that the B-vortices are produced from the 
boundary layer, a linearized calculation with inviscid base 
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Fig. 16 Postulated mechanism for the production of B-vortices 
from the boundary layer 

Axial coordinate (x) 

Fig. 17 Disturbance flow vorticity contours at time t0 + 0.0T from a 
linearized calculation with an inviscid base flow 

flow has been carried out. This is equivalent to performing a 
linearized Euler calculation of the wake interaction. The 
inviscid base flow about the stator geometry used here has 
been generated using the PCPANNEL code by McFarland 
(1984). 

Linearized calculations with the inviscid base flow are 
devoid of B-vortices, thereby confirming the above hypothe
sis. As shown in Fig. 17, the incoming wakes are simply cut by 
the stator blades without any other kind of interaction. The 
relative slip of the wakes as they move downstream in the 
stator passage is due to the circulation about the blade. 

The linearized inviscid-base-flow calculations cannot 
thereby account for the moving row of pressure fluctuations 
on the suction surface, produced by the B-vortices (cf. Chap. 
3.0). In our case, these fluctuations make up a significant 
part of the unsteady pressure on the suction surface. The 
only pressure fluctuations observed in the linear calculation 
with inviscid base flow are the leading edge pressure pulses, 
which constitute a potential flow effect. However, the lin
earized calculation with viscous base flow gives an unsteady 
pressure distribution on the suction surface that is virtually 
identical to that from the Navier-Stokes code. 

4.3 Importance of the Nonlinear Effects. An examina
tion of the disturbance flowfield in Figs. 15 and 17 shows that 
the linearized calculations cannot represent the phenomenon 
of wake migration toward the pressure surface and its subse
quent piling up and evolution to counterrotating vortices. 

This phenomenon is an exclusively self-advective process, 
represented by the nonlinear term u • Vu in the disturbance 
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Fig. 18 Disturbance flow vorticity contours at time t0 + 0.1T from a 
Navier-Stokes calculation with a wake velocity defect equal to 30 
percent of the free-stream velocity in the rotor frame 

Axial Coordinate (x) 

Fig. 19 Disturbance flow vorticity contours at time t0 + 0.6T from a 
Navier-Stokes calculation with nonuniform suction applied over 
the suction surface 

Navier-Stokes equation (Eq. (16)). The linearized calcula
tions cannot represent migration of the wake because of the 
absence of this nonlinear convective term. For this reason, 
they exhibit persistent and straight wake segments. 

The degree of disagreement between the Navier-Stokes 
and the linearized calculations depends on the strength of 
the wakes. The wake strength is directly related to the excess 
of tangential velocity in the wake in the stationary frame. The 
wake strength is thus proportional to the wake velocity defect 
in the rotor frame and to the rotor blade tangential velocity. 

With strong wakes, such as those used in the above-men
tioned runs, the nonlinear self-advective effects are large 
when compared to the convective action of the free stream. 
In this case, the time in which the wake fluid migrates toward 
the pressure surface is small when compared to the through-
flow time. This gives an impression that the wake disappears 
while still within the stator passage. What actually happens is 
that the initially straight wake segments have evolved into 
pairs of counterrotating vorticity "clumps" (wake vortices). 

With weaker wakes, the free-stream convective effect will 
dominate the self-advective effect. Figure 18 shows a 
Navier-Stokes disturbance vorticity field corresponding to a 
wake velocity defect of 30 percent. This solution is character-
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Fig. 20 Suction velocity distribution for the computational experi
ment shown in Fig. 19 
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Fig. 21 Chordwise distribution of the time-rms of the unsteady 
static pressure coefficient 

ized by more persistent wake segments and weaker vortices 
than in Fig. 8. In this case, the linearized results will appear 
closer to those from the Navier-Stokes solver. 

These considerations lead to the conclusion that one can
not linearize the unsteady part of the flow in all circum
stances. A linearized solution is valid for engineering pur
poses only when the self-advective term in Eq. (16) is small in 
comparison to the base flow convective term. This is not the 
case for the rotor-stator configuration used herein. As the 
wake vortices contribute to the fluctuating component of the 
static pressure loading, it is important to make linearized 
flow assumptions carefully. 

5.0 Control of the Unsteady Flow 
The purpose of the flow control strategies discussed herein 

is to reduce the blade loading fluctuations only. Unsteady 
flow control over the suction surface is based on preventing 
local distortion and detachment of the boundary layer by the 
wakes. Since the distorting effect of the wakes is rapidly 
attenuated by their migration toward the pressure surface 
control efforts need to be focused only over the foremost 
part of the stator blade. 

Computational experiments carried out by Valkov (1992) 
show that a favorable local pressure gradient can decrease 

the strength of the B-vortices, thereby quadratically reducing 
the associated pressure fluctuations. Designning the stator 
blade with a less adverse or a favorable pressure gradient 
over the foremost part of the suction surface could be thus 
effective for reducing the unsteadiness there. 

Active control strategies can be also used to remove the 
boundary layer or to increase its resistance to wakes. Active 
control offers the possibility to act directly on the unsteady 
flow in a manner that can be controlled by the user or by 
computer logic. Figure 19 shows the computed disturbance 
flowfield resulting from the application of suction that is 
nonuniformly distributed on the suction surface. The flow-
field over the suction surface is virtually unsteadiness-free, 
and there is no production of B-vortices. 

It is to be noted that this result is from a direct 
Navier-Stokes simulation at a Reynolds number of 10,000. 
We have not carried out active control simulations at a 
Reynolds number of 1,000,000 because the turbulence model 
used does not apply to boundary layer flows with fluid 
suction. However, we expect these results to carry over in the 
turbulent flow regime, as the unsteady flow features are 
qualitatively the same for both laminar and turbulent flows 
(cf. Chap. 3.0). This is so because the fundamental mecha
nisms responsible for these features operate in both the 
laminar and turbulent flow regimes. 

Because the simulation of suction-based active control is 
carried out at a Reynolds number of 10,000, relatively large 
values of suction velocity are required in the leading edge 
region (Fig. 20). Since the suction surface boundary layer is 
thinner at Re = 1,000,000 than at Re = 10,000; we expect 
that much smaller suction velocities will be necessary to 
prevent the formation of B-vortices at Reynolds numbers of 
engineering interest. 

A technique for minimizing the mass fraction of removed 
fluid has been devised by Valkov (1992). The nonoptimized 
suction distribution in Fig. 20 is equivalent to removing 7 
percent of the total mass flow through the stator. After 
optimization, a similar low level of unsteadiness can be 
achieved by removing 3 percent of the mass flow. The opti
mized suction distribution is also shown in Fig. 20. 

The unsteady flow due to the migration of wake fluid is 
somewhat difficult to influence from the blade surface. So 
far, fluid injection from the pressure surface appears able to 
reduce the loading fluctuations there. This strategy appears 
to operate by moving the wake vortices further away from the 
pressure surface, and thereby reducing the associated loading 
fluctuations. This requires, however, an injection velocity in 
excess of 0.1£4 from over most of the pressure surface. This 
amount of fluid injection appears too large for practical 
applications. 

To quantify the effectiveness of different flow control 
strategies we can compare the time-rms distributions of the 
unsteady static pressure coefficient on the blade surface. In 
the absence of suction, the rms distribution (Fig. 21) is 
characterized by a peak in the leading edge region, due to 
the strong pressure pulses arising from wake interception. 
Aft of the leading edge, the rms distribution exhibits a series 
of "peaks" and "troughs," the presence of which can be 
explained by splitting the unsteady static pressure coefficient 
into two parts: 

ll-nt\ (2-rrt NTTX' 
C (x, 0 = (P(x) sin — - + V (x) sin I —^- + 

14 
(18) 

The first term in the above equation represents an instanta
neous change of loading resulting from the wake impinging 
on the leading edge. The second term represents a moving-
wave-like fluctuation due to the moving row of vortices. It 
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can be readily shown that the time-rms of functions of this 
form is similar to that in Fig. 21. 

The rms levels of static pressure on the suction surface are 
significantly reduced aft of the leading edge in the presence 
of fluid removal. This reduction is associated with the sup
pression of the B-vortices. Fluid removal does not seem to 
affect the leading edge peaks, which are a result of unsteady 
potential flow effects. The control of these effects has not 
been addressed in our study. 

6.0 Conclusions 
Computational Fluid Mechanics (CFD) have been used 

herein to examine the mechanics of fluid flow associated with 
wake-stator interaction. The results have been used to de
sign control strategies for reducing the blade loading fluctua
tions. 

During their transport through the stator passage, the 
wakes migrate toward the pressure surface of the stator 
blades, where they evolve into pairs of counterrotating vor
tices. These vortices are the dominant form of unsteady flow 
over the pressure surface. Strong fluid injection from the 
pressure surface reduces, though not effectively, the blade 
loading fluctuations associated with the wake vortices. Calcu
lations where the unsteady part of the flow is linearized 
about a steady mean flow cannot adequately represent the 
flow associated with wake migration. 

The unsteady flow over the suction surface of the stator 
blades is characterized by a moving row of vortical dis
turbances (B-vortices) produced at the leading edge upon 
wake interception. The B-vortices consist of boundary layer 
fluid, which is distorted and lifted off the suction surface by 
the convective action of the wakes. The strength of the 
B-vortices and the associated pressure fluctuations can be 
reduced by tailoring the pressure gradient over the foremost 
part of the suction surface. The B-vortices can be virtually 
eliminated by removing boundary layer fluid from the fore
most part of the suction surface by using nonuniform suction. 
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Experimental and Numerical Study 
of the Time-Dependent Pressure 
Response of a Shock Wave 
Oscillating in a Nozzle 
Investigations of flutter in transonic turbine cascades have shown that the movement 
of unsteady normal shocks has an important effect on the excitation of blades. In 
order to predict this phenomenon correctly, detailed studies concerning the response 
of unsteady blade pressures versus different parameters of an oscillating shock wave 
should be performed, if possible isolated from other flow effects in cascades. In 
the present investigation the correlation between an oscillating normal shock wave 
and the response of wall-mounted time-dependent pressure transducers was studied 
experimentally in a nozzle with fluctuating back pressure. Excitation frequencies 
between 0 Hz and 180 Hz were investigated. For the measurements, various meas
uring techniques were employed. The determination of the unsteady shock position 
was made by a line scan camera using the Schlieren flow visualization technique. 
This allowed the simultaneous use of unsteady pressure transducers to evaluate the 
behavior of the pressure under the moving shock. A numerical code, based on the 
fully unsteady Euler equations in conservative form, was developed to simulate the 
behavior of the shock and the pressures. The main results of this work were: (1) 
The boundary layer over an unsteady pressure transducer has a quasi-steady behavior 
with respect to the phase lag. The pressure amplitude depends on the frequency of 
the back pressure. (2) For the geometry investigated the shock amplitude decreased 
with increasing excitation frequency. (3) The pressure transducer sensed the arriving 
shock before the shock had reached the position of the pressure transducer. (4) 
The computed unsteady phenomena agree well with the results of the measurements. 

Introduction 
Unsteady flow effects in turbomachines can be the source 

of various excitations that can lead to different vibrations, 
such as forced vibration and flutter. Turbomachine blade vi
brations are known to appear over a large flight envelope for 
compressors in jet engines and on the last stages of industrial 
turbines. Main vibration problems appear in the transonic flow 
domain (Boles et al., 1989b; Ezzat et al., 1989; Usab and 
Verdon, 1991; Verdon, 1989; Araki et al., 1981; Szechenyi et 
al., 1984, Szechenyi, 1985; Buffum and Fleeter, 1989, 1990, 
1993; Hanamura and Yamaguchi, 1988; Fransson, 1992; to 
mention just a few) and it has been noted both theoretically 
and experimentally that oscillating normal shock waves can 
introduce large unsteady local loads on the vibrating blades 
(Verdon, 1989; Boles et al., 1991). Because of the small blade 
dimensions usually employed for cascade experiments in the 
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International Gas Turbine and Aeroengine Congress and Exposition, Cincinnati, 
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1993. Paper No. 93-GT-139. Associate Technical Editor: H. Lukas. 

transonic flow domain, it is extremely difficult to obtain ac
curate information about the exact position of the shock wave, 
how much it fluctuates, its harmonic and nonharmonic con
tent, as well as the correlation between the "free-stream" (out
side the boundary layer) shock position and the time-dependent 
pressure responses on the blades. 

Numerical predictions are presently performed for both the 
forced vibration and the flutter problem. In these, emphasis 
is sometimes put on the sharp shock capture (Carstens, 1991) 
or shock fitting (Verdon, 1989), whereas other results indicate 
that less sharp shock capture gives smaller local unsteady loads 
but over a more spread out region (Whitehead and Newton, 
1985; Whitehead, 1990; Gerolymos, 1993a, b), and that the 
total chordwise load agrees with global experimental data. 

For the correct interpretation of both experimental data and 
numerical predictions of the unsteady transonic flow around 
vibrating cascaded airfoils it is important to determine the 
correlation between the oscillating shock wave and fluctuating 
blade pressures, and the experimental and numerical results. 

Previous numerical two-dimensional investigations in a noz
zle (Boles et al., 1989a; Liang et al., 1992) indicated that both 
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the amplitude and frequency of an imposed fluctuating back 
pressure are important parameters for the location of the un
steady shock. This study also indicated that the pressure jump 
over the shock, as well as the unsteady post-shock pressure, 
is different for identical shock positions during the cycle of 
fluctuation. 

Similar measurements as here presented were made by Ed
wards (1987). The conditions were slightly different. The flow 
investigated was on a flat surface with a flow separation behind 
the shock. The boundary layers were thinner and especially 
the resolution of the device to find the shock position was 
smaller. This and some supplementary questions to answer 
made it necessary to re-investigate the problem. 

The objectives of the present work are to obtain fundamental 
data for the correlation between an oscillating shock wave and 
the time-dependent pressures measured on a nozzle wall, in 
the presence of a thick boundary layer, further to validate an 
improved version of the numerical model previously presented 
against experimental data on oscillating shock waves in a noz
zle. 

Measuring Equipment 

Test Facility. A Laval nozzle with a width of 40 mm was 
modified for the purpose of the present study. The facility was 
equipped with nozzle liners giving a converging-diverging sec
tion with a continuous first derivative of the area (Fig. 1 and 
Appendix 1). The inlet and outlet height of the test section is 
80 mm and the throat height is 71 mm. A window is situated 
in the aft part of the convergent-divergent section and gives 
access to nonintrusive measurement techniques. 

A four-stage radial, continuously running turbocompressor 
(pressure ratio 4, 10 kg/s mass flow) is used as the air source. 

On the nozzle liners the boundary layer is cut off before the 
throat (Fig. 1). No suction of this mass flow is performed, 
and the air is blown by the flow behind the nozzle liners and 
again mixed with the main stream at the exit of the nozzle. 
The boundary layers at the side walls are not modified, which 
creates the fairly thick boundary layer used in the study. 

Oscillating Shock. A normal shock is created in the test 
section of the nozzle by regulating the exit pressure of the 
nozzle. 

At the exit section of the nozzle formed by the liners a 
cylindrical rod with elliptical cross section (Fig. 1 (b)) is rotated 
by a hydraulic motor. This rod is situated 480 mm downstream 
of the throat. The losses created by the wake of the rod are 
varied in time and in this way the outlet pressure of the nozzle 
is changed periodically. By this variation the normal shock is 
excited to oscillation frequencies between 0 and 180 Hz. For 
the present tests the shock is always oscillating in the divergent 

Fig. 1(a) Photo of the nozzle 

_qTtl eft— 

Fig. 1 (b) Schematic view of the nozzle used: (1) nozzle liner; (2) boundary 
layer bleed; (3) Schlleren window; (4) rotating exciter 

section of the nozzle. Upstream of the shock, depending on 
its position, Mach numbers between 1.2 and 1.4 are reached. 

Instrumentation. On the nozzle liners and on the side walls 
steady-state pressure taps exist and give the steady-state pres
sure distribution through the nozzle. 

For pressure measurements the mirror plate of the double-
pass Schlieren system ("3" in Fig. 1(b)) is equipped with 80 
pressure taps where either small tubes for static pressure meas
urements or tubes containing a high-frequency response pres
sure transducer2 can be screwed in. Eight tubes containing 
pressure transducers were used for the present test series. The 

Pressure transducer ENDEVCO, model PS 8514-50, range: 0-3.4 bar, ac
curacy: 0.5 percent full scale. 

Nomenclature 

a = velocity of sound, m/s 
F = flux vector 
D = Jacobian determinant 
ec = total energy/unit mass, m2/s2 

/ = frequency, Hz 
G = flux vector 
hc = total enthalpy /unit mass, m2/s2 

M = Mach number 
p = pressure, mbar 
p = pressure (unsteady perturba

tion), mbar 
pm = total pressure, mbar 

g = velocity, m/s 
R = gas constant ( = 287 for air), 

m2/(s2K) 

p = density, kg/m3 

Re = Reynolds number T = time 
t = time, s a; = circular frequency, rad/s 
T = temperature, K 
u = velocity component in x direc Subscripts and Superscripts 

tion, m/s 1 = inlet condition 
v = velocity component in y direc c = stagnation value 

tion, m/s n = pressure transducer number 
W = flux vector («= 1, . . . , 8 ) 
x = coordinate direction, mm ref = reference value 
y = coordinate direction, mm x = in x direction 
y) = coordinate direction y = in y direction 
K = ratio of specific heats £ = in £ direction 
£ = coordinate direction rj = in 17 direction 
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Fig. 2 Position of observed line and pressure transducers: (1) Schlieren 
window; (2) nozzle liner; (3) moving shock; (4) unst. press, transducer 
(mounted in mirror plate); (5) line observed with line scan camera 

mounting was performed in a way that the pressure transducers 
were sitting just behind the surface of the mirror plate with a 
dead volume that is negligible. The transducers were calibrated 
for steady state and dynamic pressure, including the whole 
measuring chain (dead volume, cables, amplifiers, filters, etc.), 
while they were mounted in their corresponding measuring 
positions. 

The shock form and position is observed by a reflecting 
Schlieren system using a video camera and a stroboscopic flash 
synchronized with this camera. Furthermore, the shock po
sition, its form, the boundary layers and the flow velocities 
up- and downstream of the shock, are also determined with a 
Laser-2-Focus system, both for "steady-state" and time-de
pendent operating conditions at different frequencies. Finally, 
holographic interferometry was used to get some supplemen
tary information about the boundary layers on the nozzle liners 
close to the shock for the steady state flow. 

For the time-dependent measurements the flash is replaced 
by a continuous light source. The shock position is found by 
a line scan camera3 which observes one line of the Schlieren 
picture normal to the shock (Fig. 2). A mask with well-known 
position is fixed on the window for determination of the geo
metric location of the shock in the channel. The distance left 
free by the mask was 40 mm for these tests. The Schlieren 
image is projected on the sensitive line of the camera composed 
by 1024 photodiodes (pixels). Under consideration of about 
800 pixels within the range of the distance left free by the 
mask, a spatial resolution of 0.05 mm is reached. Figure 3(a) 
shows a schematic view of the flow field and a theoretical 
resulting signal of the line scan camera. Figure 3(b) shows a 
real signal. The shock position found this way is integrated 
over the nozzle height. Simultaneously to the camera signal 
the unsteady pressure distribution is measured by the time-
dependent pressure transducers fixed in the mirror plate at the 
side wall. 

The signals of the camera and the pressure transducers are 
recorded, together with a triggering signal of the exciter, on 
an analog data recorder4 and digitized off-line. The digitized 
signals of the line scan camera can give the position of the 
shock in the moment when the line scan camera "froze" the 
instantaneous picture before writing out the voltage of all 
diodes (Fig. 3(b)). 

After elimination of the time shift between the different 
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Fig. 3(a) Schematic illustration of Schlieren visualization and a line 
scan camera signal 
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3Line scan camera Reticon, model LC-1901. 
"Tape recorder KYOWA, model RTP-802A. 

the mask 
Fig. 3(b) Untreated signal of line scan camera with shock 

signals due to the multiplexer used during the digitalization, 
a signal averaging for one excitation period is made for the 
pressure signals and the shock positions. The results can be 
presented in a form as shown by Fig. 7. 

The trigger signal allows to locate the moment when the 
picture was taken inside one excitation period. As the phe
nomenon studied is periodic, a signal averaging for the pressure 
transducer signals and for the shock positions can be made. 
All results are then presented within one excitation period. 

Figure 4 shows the positions of the unsteady pressure trans
ducers for the measurements here presented. The pressure 
transducers were positioned such that some are located slightly 
outside of the shock oscillation range, and others where the 
shock always would be present. One transducer was mounted 
as far downstream from the shock as possible to measure the 
pressure oscillation at the outlet (pressure transducer ps in Fig. 
4). 

More details of the measuring equipment have been given 
by Ott et al. (1992). 
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S = Kx,y,t) 

y = ri(x,y, t) 

T=t (4) 

Equation (1) becomes after this transformation: 

W ; + F £ ' + G ; = O (5) 

with the vectors: 

F ' = Z r , . { $ , . W + fcr.F + $,.G} 

G' =£>" ' . ( ^ .W + rj^.F + ^ . G j (6) 

where D is the Jacobian determinant of the transformation (5) 
in the center of a computational cell and corresponds physically 
to the inverse of the cell area. 

The solution follows with an upwinding model, in which the 
flux vectors are split in positive and negative fluxes: 

F = F + + F " 

mask for the line scan camera 
^ H nozzle liner 

• unsteady pressure transducer 

Fig. 4 Positions of the unsteady pressure transducers during the tests 

Governing Equations and Numerical Method of Solu
tion 

Governing Equations. The computational method used 
here is an explicit, inviscid two-dimensional model of second-
order accuracy, based on the Euler equations in conservative 
form. The model has been extended from a previous work 
(Boles et al., 1989a), and only a brief explanation of the model 
is thus given here. 

The equations of continuity, momentum, and energy, which 
form the basis for the formulation, can be expressed in vector 
form: 

Vt, + Yx+Gy = 0 

The vectors can be expressed as: 

W = 

If 
pu 
pv 

\pej 

F = 

pu 
\pu2+p\ 

puv 
puhc 

G = 

pv 
puv 

pv2+p\ 
\ pvhc 

(1) 

(2) 

The equation of state for a perfect gas is used to find the 
relations between pressure, density, and temperature. 

All variables presented in these equations have been made 
dimensionless by use of the reference values p r e f , xref = yns, 
Tref, as well as: 

Pief-

tttf — 

Pref 

•%ref 

tfref 

<7ref = \/R'Tref = a/\/~K 

firef - ^ref - <?ref (3) 

The equation system (1) is mapped from the physical plane 
(x, y, t) to the computational plane (£, JJ, r) with a general 
transformation: 

G = G + + G (7) 

The positive and negative fluxes are determined with respect 
to the physical domain of influence by the flux-vector splitting 
method of van Leer (Anderson et al., 1987). For a supersonic 
flow in x direction, for example, the negative part of the flux 
becomes zero; all flow information comes from upstream. 

Numerical Grid. For the computations here presented an 
//-mesh was used with 81 mesh points in the stream wise di
rection (x) and 15 mesh points normal to this direction (y). 
The first row of points is situated half a mesh distance from 
the walls of the nozzle. 

Spatial Differencing. The numerical model uses the ap
proach of "Monotone Upwind Schemes for Conservation Laws 
(MUSCL)" proposed by van Leer (Anderson et al., 1985). In 
this approach the data are first prepared and eventually limited 
before the numerical differences are performed. The spatial 
derivatives are approximated as centered differences with val
ues at half points. 

A flux limiter is used at the location of the shock to reduce 
the accuracy of the computation to the first order. 

Integration in Time. For the advance in time a two-step 
predictor-corrector method after MacCormack was used. 

Boundary Conditions. The boundary treatment used at the 
inlet for the computations here presented is the so-called "ca-
pacitive boundary condition." It represents an inlet with con
stant total pressure, temperature, and imposed flow direction. 
A perturbation impinging on this border is reflected back into 
the flow field. The flow variables on this border are determined 
by the method of characteristics. 

The boundary treatment used at the outlet corresponds in 
its quality to that chosen for the inlet. Here, the static pressure 
is imposed as a function of time. 

Results and Discussion 

Steady-State Flow. Two different steady-state flows were 
realized: With the exciter in its horizontal position the most 
downstream shock position is obtained; with the exciter in its 
vertical position the most upstream shock position is reached. 
In this way, the maximum and minimum outlet pressures are 
obtained for the inlet flow conditions under consideration here 
(Mi = 0.70, Pi = 1215mbar,p t o t l = 1680 mbar). The Reyn
olds number during these tests was 1.0 x 106, based on the 
inlet flow and the throat height. 

Figure 5 shows the steady-state pressure distribution on the 
side wall of the nozzle for both extreme positions for meas-
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Fig. 5 Steady state pressure distribution (extreme values) on nozzle 
side wall together with numerical results (1 mesh size A X = 0.0333 
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urement and computation. The pressure jump measured at the 
side wall is not as sharp as expected. The reason is the inter
action between the shock and the boundary layer at the side 
wall. In the middle of the channel the pressure behaves much 
more similar to the inviscid computations. 

By using the static pressures measured in the aft of the nozzle 
for both extreme positions of the shock as input for the com
putation, it was observed that the shock positions found by 
the computation did not correspond with the shock positions 
measured. This was expected because of the presence of large 
boundary layers on the side walls. The losses due to the bound
ary layers mean an acceleration of the flow speed and a shock 
position more upstream than in an inviscid flow. 

An inviscid computation cannot reproduce the effects of 
these boundary layers. For the later discussion of unsteady 
results, a correlation was made with the program by changing 
the back pressure until the computed shock position corre
sponds with the measured one. This was made for both extreme 
shock positions. 

An estimation of the increasing displacement thicknesses of 
the boundary layers after the shock measured with a L2F 
velocimeter shows that the order of magnitude for the accel
eration of the flow speed due to the smaller section corresponds 
to the difference of static pressure found by the above-men
tioned iteration. 

By different means, including Laser-2-Focus velocimeter and 
Pitot probes, large boundary layers on the side walls, up to 
12 mm behind the shock, were observed. These large boundary 
layers lead to a flow information transport from the subsonic 
region downstream to the supersonic region upstream. The 
pressure transducers respond to the presence of the shock in 
a larger region than it is expected in a flow with smaller bound
ary layers. 

Unsteady Flow Effects. Once the shock positions have been 
found for the two extreme "steady-state" operating condi
tions, the exciter is put into rotation. Figure 6 shows the ex
treme values of the shock positions measured with the line 
scan camera for different excitation frequencies. It is clearly 
seen that the amplitude of the shock decreases with increasing 
frequency. The mean shock position remains, for the present 
geometric and flow configuration, in the same location. The 
same observations can be made for the numerical results, which 
are presented in the same diagram. 

The exit pressure did not show a constant amplitude for all 
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Fig. 6 Extreme shock positions for different excitation frequencies 
(measurement and numerical results) 

excitation frequencies during the measurements. The ampli
tude decreased with increasing excitation frequency. This is 
normal since there must be a limit condition at very high 
frequencies where the pressure will be stable and the shock 
will not move any longer. The pressure amplitude at the outlet 
for the computation as it was found by the abovementioned 
iteration for 0 Hz excitation frequency was thus changed in 
the same scale as measured by the pressure transducer p$ (Fig. 
4). Appendix 2 shows the mean exit pressure and the pressure 
amplitudes used for the unsteady computations here presented. 

The results of the computations fit very well the extreme 
shock positions measured. The agreement is given by both 
mean shock position and shock amplitude. 

The evolution of the unsteady pressures measured by the 
different transducers on the side wall together with the shock 
positions as determined by the line scan camera are shown in 
Fig. 7 for three different excitation frequencies ( / = 20, 80, 
180 Hz). All results are presented within one excitation period. 
The positions of the pressure transducers are marked in the 
diagram with the shock position, i.e., the lower diagram. The 
presentation chosen allows us to correlate the signal of a pres
sure transducer with the motion of the shock wave with the 
aid of the vertical lines relating the upper and lower diagrams 
in each figure. This correlation shows clearly that the pressure 
transducers respond by a change in the pressure before the 
shock reaches the corresponding geometric locations. For small 
excitation frequencies the upstream influence distance corre
sponds to expected steady-state values (Inger, 1981). For higher 
frequencies the upstream influence distance increases for a 
shock moving downstream while it remains in the same order 
of magnitude as for small frequencies for the shock moving 
upstream, as can be seen from Fig. 7. For the highest excitation 
frequencies examined there no longer exists a domain of con
stant pressure while the shock is far away from the location 
of the pressure transducer. 

It is clearly noted that the average shock movement is har
monic, whereas the pressure transducer response obviously is 
nonharmonic for the pressure transducers, which are directly 
under the influence of the moving shock. Nevertheless, it is 
also observed that the pressures have their minimum or max
imum values at the same instant as the shock is in one of its 
extreme positions. The boundary layer increases the zone of 
influence of the shock, but there is no phase lag between the 
shock movement, as measured with the line scan camera and 
the Schlieren system, and the unsteady pressure evolution. This 
conclusion is valid for all frequencies up to 180 Hz. 
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Fig. 7(b) Unsteady pressure evolution together with shock position 
(excitation frequency 80 Hz) 

Fig. 8 Behavior of the pressure amplitude at the side wall for different 
excitation frequencies 

It is seen from Fig. 7 that the pressure amplitude at a certain 
location decreases with increasing frequency. Figure 8 shows 
the evolution of the pressure amplitude on the side wall for 
the different pressure transducer locations. The pressure trans
ducer px is never situated under the moving shock: For small 
excitation frequencies it feels a small pressure perturbation, 
which comes through the boundary layer. For higher fre
quencies there is no signal at all, since this pressure transducer 
is always situated in the supersonic region and the distance to 
the extreme shock position is increasing with increasing fre-

Journal of Turbomachinery JANUARY 1995, Vol. 117/111 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



© 
midrlla of channel! 

nozzle side wall 

location of the 
pressure transducer 

location of the 
pressure transducer 

excitation frequency: 
shock displacement: 
static pressure amplitude: 

fi 
Axi 
Api 

f2 
AX2 
Ap2 

Fig. 9 Schematic comparison of the static pressure evolution in the 
middle of the channel and at the side wall for two different excitation 
frequencies 

quency. The pressure transducers p6 and p7 are also never 
influenced directly by the shock. But since they are always 
located in the subsonic region, they show for high excitation 
frequencies, the same behavior as the pressure transducer p$ 
which is situated far downstream of the shock; obviously with 
a certain phase lag corresponding to the time taken by the 
disturbances to travel from p8 to p7, p6. The signals of pressure 
transducers, which are situated for all excitation frequencies 
under the moving shock, are more difficult to understand. The 
shock strength at this location is expected to be independent 
of the frequency. The flow speed before the shock is given by 
the shape of the nozzle. The shock velocity can be neglected 
compared to the flow velocity for the consideration of the 
strength of the shock. The reason for the diminution of the 
signal of the pressure transducers is the presence of the bound
ary layers. The pressure transducers measure at the side walls 
under a thick boundary layer of up to 12 mm. In Fig. 9 the 
evolution of the pressure under the shock is shown for the 
middle of the channel and for the side wall. For an increased 
excitation frequency the pressure variation at the location of 
the pressure transducer at the side wall is smaller even if the 
pressure variation in the middle of the channel remains un
changed. 

From the curves in Fig. 8 it is seen that the amplitude of 
pressure transducer p4 decreases faster than the signal of pres
sure transducer p3. In Figs. 6 and 9 it can be seen that the 
mean shock position is closer to p4 than to p3, The pressure 
transducers p3 and /?4 should thus behave opposite to what is 
seen in Fig. 8. Their behavior becomes more comprehensive 
by looking at the shape of the shock over the channel width 
(Fig. 10). The shock positions marked so far are the positions 
in the middle of the channel. At the side walls the shock is 
situated more upstream than in the middle of the channel. The 
mean shock position at the side walls is closer to pi than to 
p4. This is also indicated by the behavior of the pressure trans
ducers. 

Figure 11 shows a comparison of the measured and the 
computed pressure distributions together with the shock po
sition for the excitation frequencies of 80 Hz. The shock po
sition for the computation shows waviness in its evolution. 
The shock position is found by an interpolation algorithm 
outgoing from the flow variables at the different mesh points 
to find the location where the flow speed corresponds to the 
sonic velocity. The small undulations that can be seen in the 
trace of the shock drawn in Fig. 11 probably appear because 
of an irregularity of the shock motion when the shock passes 
over a grid point. It can be seen that the magnitude of the 
measured pressures is lower than the computed pressures. This 
is also due to the influence of the viscous flow effects, which 
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Fig. 11 Unsteady pressure evolution together with shock position (ex
citation frequency 80 Hz) (measurement and computation) 

accelerate the flow, and which cannot be reproduced by the 
inviscid computation. The influence distance of the shock due 
to the presence of the boundary layers can clearly be seen by 
the comparison with the inviscid computations. The boundary 
layer transports the pressure information of the arriving shock 
in its subsonic part. In inviscid computations no boundary 
layer exists and what seems to be the influence distance cor
responds simply to the distance between two points of the 
computational mesh. As soon as the shock passes the neighbor 
point the pressure begins to change. For the inviscid compu
tations the influence distance seen in Fig. 11 has no physical 
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meaning. The difference between measurement and compu
tation shows the magnitude of the influence of the viscous 
flow effects. 

Nevertheless, both measurement and computation, show the 
extreme values of the pressure evolution at the same moment 
as the shock reaches one of its extreme positions. There is no 
phase lag between shock movement and the pressure response. 

Further information about the steady-state and unsteady 
results can be found from Ott (1992). 

Conclusions 
Experimental and numerical investigations on the behavior 

of an oscillating normal shock and the effects of this shock 
to the response of unsteady pressure transducers have been 
executed. The observations and conclusions made during this 
study are supposed to help for the interpretation and judgment 
of measurements and observations made in oscillating turbine 
or compressor cascades in the transonic flow domain. The 
numerical studies should help for the development of a nu
merical model for unsteady cascade computations. The ob
servations and conclusions are as follows: 

• For the reduced frequencies studied here (k = 0- >0.18) it 
is permissible to consider the time-dependent pressure re
sponse on a wall as quasi-steady concerning the phase lag. 
No phase shift could be found between the oscillating shock 
wave and the side wall pressure response. 

• The influence of the shock wave is noticed, due to the pres
ence of the boundary layer, in the pressure response up
stream of the shock position. This influence distance 
comports for low excitation frequencies as expected. For 
higher frequencies the upstream influence distance is larger 
for a shock moving forward in streamwise direction than 
for a shock moving backward. 

• The amplitude of the shock oscillation decreases with in
creasing excitation frequency. 

• The evolution of the unsteady pressure at the side wall under 
the normal shock passing the location of the transducer has 
a big nonharmonic behavior. 

• Even if the viscous effects are important, an inviscid com
putational method can correctly reproduce the shock posi
tion and the shock amplitude. 

• The comparison between measurement and computation of 
the pressure evolution shows differences due to viscous ef
fects. Nevertheless for both measurement and computation, 
there is no phase shift between pressure response and shock 
movement found. 
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A P P E N D I X 1 

Nozzle Form 
The shape of the nozzle is a modified derivation of that used 

by Adamson and Liou (1977, 1978). The height of the nozzle 
is computed by the following formula: 
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with 

H(x)=HEmy + 
1 

1 + 3-e 
2 -« 2 ' ( /W-3) (Al.l) 

the pressure amplitudes measured for increasing excitation fre
quency, a factor was determined using the pressure difference 
for steady-state pressure as reference. The pressure amplitudes 
for the computations for different excitation frequencies were 

3 - 0 . 5 < x < -

— [3(x-0.5) + 2 ] 4 - — [3(x-0.5) + 2]3 + 3 - £ S * £ g 

f(x) = i ^ [3(x-0 .5) ] 2 1 5 
6***6 

— [3(x-0.5)-2]4 + y^ [3(x-0.5)-2] J + 3 g s x s 4 . ™ „ , „ „ „ .,3 - 5 7 

;<X<1.5 

(A1.2) 

This places the throat of the nozzle at x = 0. The value e was 
chosen as follows: 

6 = 0.181568259 (A1.3) 

For the entry height of 80 mm we have 

Gentry = 0.8[-] (A1.4) 
The values for H and for x then are multiplied by 100 to obtain 
the coordinates in mm for the executed nozzle form in the 
chosen scale. 

A P P E N D I X 2 

Exit Pressures 
The exit pressures found by an iteration with the objective 

to obtain the same extreme shock positions as measured were 
0.68300 [-] and 0.73028 [ - ] . The mean exit pressure for the 
unsteady computations was thus set top = 0.70664 [-] and 
the exit pressure amplitude for steady state to 0.02364. With 

found by applying this factor to the steady-state pressure dif
ference found by the iteration. The pressure amplitudes used 
during the computations are presented in Table 1. 

Table 1 Exit pressure amplitudes for different excitation frequencies 

Frequency Exit pressure amplitudes 
measurement computation 

FHzl fmbar] F-l 
0 32.5 0.02364 

20 31.0 0.02255 
40 26.5 0.01927 
68 25.5 0.01856 
80 24.0 0.01745 

100 24.0 0.01745 
120 22.0 0.01600 
140 22.0 0.01600 
160 20.5 0.01492 
180 19.5 0.01418 

114 /Vo l . 117, JANUARY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. E. Walraevens1 

N. A. Cumpsty 

Department of Engineering, 
Whittle Laboratory, 

Cambridge University, 
Cambridge, United Kingdom 

Leading Edge Separation Bubbles 
on Turbomachine Blades 
Results are presented for separation bubbles of the type that can form near the 
leading edges of thin compressor or turbine blades. These often occur when the 
incidence is such that the stagnation point is not on the nose of the aerofoil. Tests 
were carried out at low speed on a single aerofoil to simulate the range of conditions 
found on compressor blades. Both circular and elliptic shapes of leading edge were 
tested. Results are presented for a range of incidence, Reynolds number, and tur
bulence intensity and scale. The principal quantitative measurements presented are 
the pressure distributions in the leading edge and bubble region, as well as the 
boundary layer properties at a fixed distance downstream, where most of the flows 
had reattached. Reynolds number was found to have a comparatively small influence, 
but a raised level of free-stream turbulence has a striking effect, shortening or 
eliminating the bubble and increasing the magnitude of the suction spike. Increased 
free-stream turbulence also reduces the boundary layer thickness and shape param
eter after the bubble. Some explanations of the processes are outlined. 

Introduction 
It has now become standard practice to use CFD in the 

design of all types of turbomachine. In some cases the agree
ment between predicted and measured pressure ratio and ef
ficiency is excellent, but it is not uncommon for the efficiency 
to be in error by perhaps 1 or 2 percent. This discrepancy, 
though small, is enough to render the calculation process un
able to replace expensive experimental testing. The principal 
cause of these occasional inaccuracies is believed to lie with 
the empirical inputs that are still necessary to represent the 
turbulent nature of the flow; among the most significant source 
of inaccuracy in these is the criterion for laminar-turbulent 
transition. Transition in turbomachines is still a subject of very 
active research and discussion, for example, Mayle (1991) and 
Walker (1993). Transition is therefore not sufficiently well 
developed that a sound and plausible model may be incor
porated into a Navier-Stokes solver designed for the solution 
of flows in complicated turbomachinery geometries. 

There are special problems associated with transition in tur
bomachinery: the high levels of free-stream turbulence and 
disturbance, the strong nondimensional pressure gradients and 
Reynolds numbers based on chord, which are typically one or 
two orders of magnitude less than aircraft wings. Of particular 
relevance to this paper is the sharpness of the leading edge 
region for most compressor blades and many low-pressure 
turbine blades. For example, a typical NACA 65 compressor 
blade, with a maximum thickness equal to 5 percent of chord, 
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nen, RWTH Aachen, Federal Republic of Germany. 
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has a leading edge radius of only 0.4 percent of chord2; for 
double circular arc blades, such as are commonly used for 
transonic applications, the leading edge is much finer than 
this. With these sharp leading edges it is common to get leading 
edge separation bubbles and transition is therefore completed 
in the first few percent of chord. 

The majority of three-dimensional calculation methods as
sume that transition occurs at the leading edge and empirical 
coefficients are adjusted to give reasonable agreement with 
measured loss at some conditions, typically near where min
imum loss occurs. At other conditions the loss will not be well 
predicted and may be seriously underestimated. Figure 1 il
lustrates this, comparing two-dimensional measurements of 
loss obtained in a cascade with a two-dimensional calculation 
carried out by Calvert (1989) incorporating a well-tested 
boundary layer method. The calculated and measured losses 
agree closely near their minimum, but the calculation does not 
adequately predict the rise in loss" with incidence. This is be
cause the calculation does not take proper account of the 
comparatively thick turbulent boundary layer that exists after 
the flow reattaches downstream of the leading edge separation 
bubble. In Fig. 1 it can be seen that setting the boundary layer 
Reynolds number based on momentum thickness to be 500 at 
the leading edge gives some improvement; this is not only 
arbitrary but it does not give agreement at the highest incidence 
shown. 

The NACA-65 aerofoil is normally defined with maximum thickness equal 
to 10 percent of chord and for this the leading edge radius is specified to be 
0.687 percent of chord. Leading edge radius for an elliptic shape, such as the 
forward part of a NACA-65 aerofoil, is proportional to the square of the fineness 
ratio, and should therefore vary as the square of the thickness-chord ratio. In 
fact it is common to specify a leading edge radius proportional to thickness but, 
because of the difficulty of manufacture, it is not clear how often the specified 
values are achieved. 
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Fig. 1 Calculation and measured loss at trailing edge for two-dimen
sional cascade of blades 

Separation bubbles have been studied for many years: Gaster 
(1967), Horton (1969), Roberts (1975), and Arena and Mueller 
(1980) are a few of the more recent papers. The basic structure 
is easily described. A strong adverse pressure gradient can cause 
a laminar boundary layer to separate, but once separated the 
shear layer is highly unstable and the flow can rapidly undergo 
transition. The turbulent flow entrains more fluid than the 
laminar flow, and as a result, the turbulent shear layer bends 
toward the solid wall, causing the flow to reattach as a turbulent 
boundary layer. A small plateau of almost uniform static pres
sure is normally observed, corresponding to the region where 
the flow is separated in the bubble and no pressure gradient 
can be supported. For so-called short bubbles, it has normally 
been assumed that the bubble has a small effect on the local 
static pressure on the aerofoil, whereas with long bubbles the 
reattachment takes place so far from separation that the overall 
pressure distribution is very different. 

A special feature of the leading edge separation bubbles, 
which are the subject of this paper, is their closeness to the 
leading edge, so reattachment will normally occur within less 
than 5 percent of chord from the leading edge. Moreover, the 
leading edge bubble brings about an enormous alteration in 
the local static pressure distribution. An inviscid calculation 
of the flow around blades predicts a very large suction "spike" 
near the leading edge on the suction surface at all incidences 
significantly greater than that which puts the stagnation point 
on the leading edge (see Fig. 4.24 of Cumpsty, 1989). The 
suction spike is predicted because, according to the inviscid 
calculation, the flow leaving the stagnation point is accelerated 
very rapidly and is made to follow a curved path of small 
radius, the leading edge radius. The very steep deceleration on 

Reattachment 

Fig. 2 Schematic of leading edge separation bubble 

the downstream side of the spike would be more than sufficient 
in most cases to cause separation of the laminar boundary 
layer. Separation of the flow does take place and, if the in
cidence is not too large, the flow reattaches a short distance 
downstream to form a separation bubble. A sketch of the flow 
around a leading edge is shown in Fig. 2. Because the bubble 
effectively increases the radius of curvature followed by the 
flow in the leading edge region, it has a pronounced effect on 
the local pressure field, and the suction spike is greatly reduced 
compared with that predicted by inviscid methods. 

Leading edge bubbles can originate in a different way to 
that discussed in the previous paragraph. Many aerofoil sec
tions for compressors and turbines were, and often still are, 
designed with a discontinuity in curvature in the leading edge 
region. A common design is a circular leading edge drawn in 
to meet the two surfaces; compared to the radius of the leading 
edge the suction and pressure surfaces are then almost flat. 
This rather crude design is understandable in view of the small 
size of many blades, for which a better shape might be difficult 
or impossible to produce economically. Furthermore the effect 
of manufacturing deficiencies or in-service damage may be to 
make the blade section worse that the design shape. It is perhaps 
useful to make the small size more concrete with an illustration 
of a typical blade, a NACA-65 blade of 5 percent thickness-
chord ratio and 25 mm (1 in.) chord. For such a blade the 
leading edge radius is specified to be only 0.09 mm (0.0034 
in.), a very small radius to make accurately. For blades with 
a discontinuity in surface curvature in the leading edge region 
the flow can separate at the point of discontinuity, forming a 
bubble downstream. This case is demonstrated very clearly by 
Arena and Mueller (1980). Aerofoils with either a circular or 
an elliptic leading edge joined onto flat suction and pressure 
surfaces are the subject of this paper. 

In discussing the formation of separation bubbles, care must 
be taken to refer to incidence relative to that at which the 
stagnation point is on the nose of the aerofoil. For lifting 
blades this is not in general the condition of zero incidence, i 
= 0, when the direction of the camberline at the leading edge 
coincides with the direction of the incoming flow measured 
some considerable way upstream. The effect of the pressure 

Nomenclature 

Cn = 

H, 

'eff 

Aurb 

M 

P 

P°° 

P\ 

static pressure coefficient 
= (P - Pa.)/(A)i - Pi) 
boundary layer form or shape 
parameter = b*/d 
incidence (angle between inlet 
flow direction and camberline 
at leading edge) 
effective incidence, see Fig. 3 
turbulence length scale at inlet 
derived from autocorrelation 
Mach number 
local static pressure 
static pressure well away from 
the aerofoil leading edge 
inlet static pressure 

Poi = 
r = 

Re, = 

Re„ 

inlet stagnation pressure 
leading edge radius (/• = t/2 
for circular leading edge) 
Reynolds number based on 
inlet velocity and leading edge 
half-thickness = t/2 
Reynolds number based on 
local free-stream velocity and 
e 
distance around surface from 
nose of leading edge 
thickness of leading; for pres
ent tests thickness of plate 
forming aerofoil 

Tu = inlet turbulence intensity 
u = velocity inside boundary layer 
U = velocity at boundary layer 

edge 
U\ = inlet velocity 
y = distance normal to surface 

5* = boundary layer displacement 
thickness 

t] = nondimensional distance from 
surface (used for Blasius lami
nar profile) 

6 - boundary layer momentum 
thickness 

v = kinematic viscosity 
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Fig. 3 Definition of effective incidence angle 

field surrounding the aerofoil is to curve the incoming stream
lines, including the stagnation streamline. (This is discussed 
by Cumpsty, 1989, in connection with Fig. 4.23.) In the im
mediate vicinity of the leading edge the crucial flow variable 
of the free stream is the position of the stagnation point relative 
to the nose. The stagnation streamline is normal to the surface 
where it collides with the surface. For a circular leading edge, 
or one for which it may be approximated by a circle very close 
to the leading edge, this may be characterized by the effective 
incidence, /eff> shown in Fig. 3. 

The principal quantities that were measured, and that form 
the body of this paper, are the distribution of static pressure 
coefficient cp and the boundary layer integral properties (dis
placement thickness 8* and momentum thickness 6). Each is 
a function of distance around the surface from the nose of the 
aerofoil, 5. The boundary layer thicknesses and s may be made 
nondimensional by the leading edge half-thickness, t/2, which 
is equal to the leading edge radius for the circular leading edge 
aerofoils used here. 

The range of variables that determine cp for a compressor 
or turbine blade row are the incidence, the Mach number, the 
Reynolds number of the blade, the incoming turbulence level 
and turbulence scale, and the blade row geometry. To define 
the blade row geometry in two dimensions for conventional 
blading requires the camber, stagger, and solidity to be given. 
In planning a test program to examine the behavior of leading 
edge separation bubbles, it might therefore be imagined that 
a series of cascades (different camber, stagger, and solidity) 
should be tested at a range of incidences, Mach numbers, 
Reynolds numbers, and turbulence levels. All the current work 
was carried out for flows that are effectively incompressible, 
and the dependence on Mach number is therefore dropped. 
The program is greatly simplified once it is recognized that the 
flow in the immediate vicinity of the leading edge is determined 
only by the effective incidence j e f f defined above. For a par
ticular geometry of leading edge tests are required over a range 
of effective incidence and then, by interpolation, these can be 
related to the effective incidence on the blade being designed 
or being calculated. In using effective incidence all the influence 
of camber, stagger, solidity, and conventional incidence is 
included, but the connection between these and effective in
cidence is predominantly inviscid and therefore easy to cal
culate. For any particular geometry there is a relation between 
/eff and the conventional incidence /; in the present paper all 
tests are referred to in terms of the conventional incidence for 
the aerofoil. 

The formal dependence for the pressure coefficient can then 
be written 

cp(2s/0=/(*eff, Re, Tu, Ltmb) 
and similar expressions would be written for any of the bound
ary layer properties. Tu is the conventional turbulence intensity 
for the inlet free-stream flow and Lmrb is its integral length 
scale. The Reynolds number that characterizes the flow about 
the leading edge must be based on a relevant dimension of the 
leading edge and the undisturbed inlet velocity. For circular 
leading edges the leading edge radius would provide the natural 
length scale, but for consistency with noncircular leading edges 
it is convenient to base Reynolds number on the half thickness 
of the leading edge, giving Re, = U\t/2v, and this is used 

everywhere for consistency. As noted above the half-thickness 
of the circular leading edge is equal to the leading edge radius. 

It has been widely recognized for some time that to represent 
flows inside turbomachines realistically the turbulence level 
needs to be much higher than is normal in wind tunnels. There 
has, however, been very little attempt to find the turbulence 
levels and scales inside machines. Some recent measurements 
have been made in multistage low-speed compressors with 
blading of current design (Camp, 1992). In these tests great 
care has been taken to remove the periodic unsteadiness from 
the overall so as to leave true turbulence. These show that at 
inlet to a blade row the level of turbulence is about 6 percent 
and the length scale is about 3 percent of blade chord. For a 
NACA 65 blade of 5 percent thickness-chord ratio the leading 
edge radius is specified at 0.34 percent of chord, so the length 
scale is about eight times leading edge radius. For a 5 percent 
thick C4 blade, which has a leading edge radius of 0.6 percent 
chord, the corresponding scale should be about five times 
leading edge radius. Some double circular arc blades have much 
thinner leading edges, while it is common with so-called super
critical blades to have fairly thick leading edges. It would seem 
that a range of turbulence scales of between, say, one and 
eight times the leading edge radius would cover most of the 
relevant range and allow the sensitivity to scale to be gaged. 

Experimental Facilities and Technique 
Each of the three aerofoils used had a chord of 460 mm and 

was mounted in the middle of the test section, height 680 mm, 
width 460 mm, and length 1000 mm. The aerofoil was pivoted 
not far from the leading edge to allow incidence to be adjusted 
and tests were carried out in the range ±5 deg. The tunnel 
could be operated at speeds up to 35 m/s at Mach number not 
exceeding 0.1. Three aerofoils were tested, two with circular 
leading edges and one with an elliptic leading edge. One of the 
aerofoils with circular leading edge had a half-thickness (which 
is the leading edge radius) of 3.0 mm, the other had a half-
thickness of 6.3 mm. The elliptic leading edge aerofoil half-
thickness was 6.6 mm thick (equal to the minor axis) and the 
major axis was 12.5 mm, a ratio of 1.89. This fineness ratio 
was chosen on the basis of Davis (1974) to be just sufficient 
to avoid laminar separation at zero incidence. With this com
bination the radius of curvature in the immediate vicinity of 
the elliptic leading edge was 3.5 mm, very similar to the value 
for the thinner aerofoil with a circular leading edge. 

With no turbulence generating grid installed the turbulence 
level inside the working section was less than 0.5 percent. To 
raise the incoming turbulence a biplanar grid was inserted 
upstream of the working section. A total of eight different 
grids were used for which the intensities varied between 1.9 
and 10 percent. Most of the tests were carried out with a 
particular grid installed 290 mm ahead of the leading edge, 
which gave an intensity of 5 percent and a length scale of 6 
mm at the leading edge plane. (The turbulence quantities were 
measured at the position of the leading edge, but with the 
aerofoil removed, and integral length scale was estimated from 
autocorrelations.) 

The circular leading edge aerofoils had static pressure tap
pings set into the surface around the curved part of the leading 
edge and the flat part downstream. For the elliptic leading 
edge, a technique used successfully by Bindon (1987) was 
adopted. In this nine longitudinal narrow, shallow slots were 
machined around the leading edge region and some way down
stream on the flat part of the aerofoil. Each slot had a separate 
tube leading to a Scanivalve port and thence to a manometer. 
During tests the slots were covered with thin self-adhesive tape. 
To make a pressure measurement the tape was pricked with a 
sharp needle and in this way pressure measurements could be 
obtained at nine positions (i.e., one for each slot). Nine, how
ever, was a much smaller number than the total needed to get 
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leading rod 
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Fig. 4 Manually driven traverse gear attached to aerofoil. Leading rod 
held under tension by a wire attached to a spring outside the tunnel. 

adequate definition of the pressure field. For efficiency the 
pressures would be measured at all the combinations of Reyn
olds number and incidence required before replacing the tape 
and pricking another set of holes at different positions. 

Velocity profiles were measured with a subminiature hot 
wire; the wire length was about 1 mm and the wire diameter 
about 5 ixm. The wire was calibrated in situ in the free stream 
and compensation for variation in free stream temperature was 
obtained using the Bearman (1971) expression. A manually 
operated traverse gear, shown in Fig. 4, was mounted on the 
aerofoil for maximum rigidity and the avoidance of vibration 
problems. The wedge was driven with a micrometer head and, 
combined with the slant of the wedge, this provided resolution 
in position of about 3 jum. 

Although the movement of the hot wire was known very 
precisely, the effective position of the wire relative to the sur
face was more difficult to obtain, and without some special 
provision the accuracy of the profile measurements would have 
been seriously compromised. To find the true effective wire 
position, advantage was taken of the ability to adjust the in
cidence of the aerofoil without moving or altering the setting 
of the traverse gear (except by turning the micrometer head). 
When the aerofoil was set at a negative incidence of 2 deg the 
pressure was very nearly uniform on its upper surface and the 
boundary layer was laminar. The boundary layer was therefore 
expected to approximate a Blasius profile closely, for which 
the form u/U = u/U(i\) is well established and the results 
tabulated. The nondimensional variable rj = y(Ux/v)W2 is 
proportional to the distance from the surface^. The procedure 
for determining the effective hot-wire position is to traverse 
the hot wire toward the surface and measure the ratio of local 
to free-stream velocity, u/U. From the measured w/£/the value 
of t\ corresponding to a Blasius profile can be found from the 
accurate tabulation of the profile. The values of ?j are then 
plotted versus the scale readings from the micrometer and, if 
the assumption of a Blasius profile is correct, a straight line 
should result. Figure 5 shows an example of this, from which 
it is easy to find the offset needed to the scale readings. In the 
example shown in Fig. 5 the offset is about 0.2 mm. The typical 
accuracy of the technique was about 0.025 mm. The only 
remaining inaccuracy with this technique is associated with 
differences in wall effect between laminar and turbulent 
boundary layers. 

All pressure and hot-wire data were digitized and stored on 
a personal computer. In the case of the hot-wire data several 
seconds worth of raw data were recorded at each condition to 
enable a subjective impression of the condition of the flow to 
be obtained and to allow detailed analysis at a later data. 

Results 
Static Pressure Measurements. The pressure coefficient for 

the circular leading edge aerofoil are shown in Fig. 6 for a 
range of incidences from - 2 to +5 deg. (Note that in all the 
plots of experimental pressure coefficient - cp is shown, so 
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Fig. 5 Position correction using laminar profile in zero pressure gra
dient: y from micrometer scale plotted against >/ derived from u/U for 
Blasius profile 
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blendpoint 

Fig. 6 Distribution of c„ about circular leading edge for a range of 
incidence: Re, = 3000; To < 0.5 percent 

the suction peaks appear positive.) These were for a Reynolds 
number based on plate half thickness, Re„ of 3000 and for a 
low-turbulence inlet flow. At zero incidences the flow can be 
seen to separate close to the blend point, the position where 
the circular leading edge meets the flat surfaces. This is evident 
from the uniform pressure plateau immediately downstream 
of the separation. As the flow reattaches to the surface, the 
bubble is formed and the pressure increases. At higher inci
dence the separation appears to occur at a similar position, 
but the bubble becomes longer and the level of uniform pres
sure in the plateau becomes lower. At i = 3 deg the flow shows 
a trend to reattach a long way downstream, but for higher 
incidence the flow appears fully separated. Although it is dif
ficult to see in the figure, the suction peak remained virtually 
constant for incidences of 2 deg and upward, implying that 
the shape of the shear layer very close to the leading edge was 
similar in all cases. 

Figure 7 shows the effect of Re, in the range 1000 to 5000 
at / = 1 deg for the circular leading edge with low free-stream 
turbulence. The bubble does shorten and the pressure in the 
bubble is lowered as the Reynolds number increases, but the 
effect is comparatively small. A separate series of tests were 
run at lower Reynolds of 250, 500, and 750 with the same 
aerofoil and low inlet turbulence. Although not presented here, 
these showed that at very low Reynolds numbers the plateau 
region associated with the separation bubble could be absent, 
and instead a more or less smooth and continuous increase in 
static pressure could occur downstream of the minimum in 
what is assumed to be laminar reattachment. This was evident 
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Fig. 7 Distribution of c„ about circular leading edge for range of Reyn
olds number: Incidence = 1 deg; Tu < 0.5 percent 
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Fig. 8 Distribution of cp about circular leading edge for a range of 
incidence: Re, = 3000; turbulent free stream, To = 5 percent, Llurb 

= 6 mm 

for / = 0 at Re, = 750 and for i = 1 deg at Re, = 250. The 
length needed for the reattachment process to occur was sub
stantially longer, perhaps 50 percent longer, when a clear bub
ble with a plateau did not occur. 

Figure 8 is the counterpart to Fig. 6 when the free-stream 
turbulence was increased to about 5 percent with a length scale 
of about 6 mm. The bubbles are only about half the length of 
the corresponding ones with low free-stream turbulence, the 
suction peak is up to about 50 percent greater, and the static 
pressure of the plateau is lower. The shorter bubble and the 
lower pressure in the bubble are related because a shorter (and 
smaller) bubble will force the flow around the leading edge to 
follow a tighter radius of curvature. The greater suction peak 
with the turbulent free stream, particularly clear for / = 2 deg 
incidence, indicates that the bubble exerts a strong influence 
on the local free-stream flow upstream of the point of sepa
ration; in other words the blockage of the bubble is enough 
to affect the local streamline radius of curvature. It may also 
be noted that, as a result of the higher free-stream turbulence, 
reattachment takes place up to higher incidence: At i - 3 deg 
reattachment is complete at about Is/1 « 17, reattachment is 
going to occur for i = 4 deg and may also happen a long way 
downstream for ;' = 5 deg. In Fig. 8 it is also apparent that 
at zero incidence there is no clear plateau region and transition 
of the shear layer presumably takes place more or less im
mediately. 

Fig. 9 Distribution of cp about circular leading edge for a range free-
stream turbulence level: Incidence = 1 deg; Re, = 3000 

Figure 9 shows the pressure distribution measured around 
the circular leading edge when eight different turbulence-gen
erating grids were used, together with results for low free-
stream turbulence. The highest level of turbulence from the 
grids was 10 percent with a scale of 20 mm (nearly seven times 
the leading edge radius) while the lowest level was about 2 
percent with a scale of 2.9 mm (comparable to the leading edge 
radius). The individual traces are hard to see in Fig. 9 but the 
two main features are clear. The first is that the pressure 
distributions for the cases with elevated free-stream turbulence 
all have a similar bubble length, which is much less than the 
length with low free-stream turbulence. The second, and re
lated, observation is that the suction peak is greater and the 
bubble plateau pressure is at lower level when the free-stream 
turbulence is high. More careful scrutiny shows that the scale 
of the turbulence seems to have little effect, but the level of 
turbulence is significant and the greatest suction peak occurs 
at the highest turbulence level tested. The shortest bubble in 
Fig. 9 was obtained with the grid used for most other tests 
(e.g., Figs. 8 and 12), which produced a level of 5 percent and 
a scale of 6 mm. Tests at higher incidence, not presented here, 
showed that the variation in suction peak, plateau level, and 
length of bubble were somewhat more dependent on the tur
bulence level than at / = 1 deg. The biggest single difference 
was nevertheless between natural levels of unsteadiness in the 
tunnel (Tu < 0.5 percent) and the lowest level of turbulence 
introduced, Tu = 1.9 percent. 

The pressure distributions with the 6.3 mm circular leading 
edge were sufficiently similar to those with the 3 mm leading 
edge that they have been omitted here in the interests of brevity. 
The pressure distributions were very similar at zero incidence, 
and in reasonable agreement at 1 deg incidence. At higher 
incidences a discrepancy was evident and with the thicker aero
foil a shorter bubble was formed. In fact a higher incidence 
was needed to achieve the same effective incidence: The thicker 
aerofoil needed an incidence of about 2.5 deg to match the 
effective incidence of the thinner one at 2 deg. (Separate cal
culations by Mr. W. J. Calvert recently showed that the most 
important scaling parameter was the ratio of leading edge 
thickness to pitch, for a cascade, or to tunnel height for these 
tests.) The results from the thicker circular leading edge should 
have been used to compare with the elliptic leading edge, which 
is of similar thickness. Nevertheless checks have shown that 
appropriate conclusions can be drawn from the 3 mm circular 
leading edge and the 6.6 mm elliptic leading edge by using the 
data on the effective incidence. 

Figure 10 shows the pressure distribution about the elliptic 
leading edge for Re, = 3000 and for low free-stream turbu
lence. In this case the zero incidence flow does not separate, 
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Fig. 10 Distribution of cp about elliptic leading edge tor a range of 
Incidence: Re, = 3000; Tu < 0.5 percent 
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Fig. 11 Distribution of cp about elliptic leading edge for a range of 
Reynolds number: incidence = 1 deg; Tu < 0.5 percent 

as had been the design intent. For this leading edge much higher 
incidence can be tolerated without the breakdown of the bubble 
structure, / = 4 deg compared to only / = 2 deg for the circular 
leading edge. Even at / = 5 deg reattachment ultimately seems 
to be going to occur some way downstream. Comparing Fig. 
10 with Fig. 6 for the circular leading edge, it is clear that the 
suction peak reaches much greater values with the elliptic lead
ing edge at the higher incidences and the plateau corresponds 
to a lower value of static pressure. The highest incidence at 
which the classical bubble form (with a clearly defined plateau) 
occurs for the circular leading edge is i - 1 deg, when the 
plateau is at about cp ~ -0 .9. For the elliptic leading edge 
the corresponding highest incidence is 3 deg, when the plateau 
is at about cp = - 1.2. The actual pressure rise during reat
tachment is, however, very similar in each because the pressure 
asymptotes to a lower value in the case of the elliptic blade at 
/' = 3 deg. The maximum rise in cp during reattachment is 
about 0.8 for the circular leading edge at /' = 1 deg and 0.9 
for the elliptic one at i = 3 deg, values remarkably similar 
since the comparison is for results at incidence in arbitrary 
whole numbers of degrees. 

Figure 11 shows the pressures for the elliptic leading edge 
aerofoil at / = 1 deg with low free-stream turbulence at a range 
of Reynolds numbers and is the counterpart of Fig. 7 for the 
circular leading edge. Because the entrainment rate is lower 
for laminar than turbulent flow, laminar reattachment in the 
case at Re, = 103 occurred farther downstream. 

Fig. 12 Distribution of cp about elliptic leading edge for a range of 
incidence: Re, = 3000; turbulent free stream, Tu = 5 percent, i,ufb 
= 6 mm 

The pressure coefficients for the elliptic leading edge at a 
range in incidences with an inlet turbulence level of 5 percent 
and a length scale of 6 mm are shown in Fig. 12 for Re, = 
3000. These should be compared with Fig. 10 for the same 
case with low free-stream turbulence. The effect of the tur
bulence is even more marked in this case than it was for the 
circular leading edge. With the elliptic leading edge, reattach
ment is rapid even at j = 5 deg, with a very large suction peak. 
Unlike other cases shown, the results for the elliptic leading 
edge with a turbulent inlet flow do not show any plateau, but 
rather there is a continuous deceleration. Transition must be 
so rapid that turbulent reattachment is immediate (or else sep
aration is totally suppressed) and the following deceleration 
of the turbulent boundary layer without separation must be 
made possible by the high free-stream turbulence. The very 
much higher suction peaks in Fig. 12 with the turbulent inlet 
flow compared to those without indicates that the free-stream 
flow in the leading edge region is being forced to follow a 
much tighter radius of curvature and confirms that the sep
aration bubble has been removed or greatly reduced. 

Results (not presented in this paper) for the elliptic leading 
edge at Re, = 1000 with the same raised turbulence level and 
scale as Fig. 12 did show a separation bubble with a plateau 
for incidences of 2 deg and upward. At this lower Reynolds 
number a length of separated shear layer must be required for 
the shear layer to be made turbulent by the free stream, whereas 
at Re, = 2000 and upward the shear layer can be made turbulent 
without separation being perceptible in the pressure distribu
tion. 

Pressure distributions around the elliptic leading edge were 
measured with a range of different turbulence grids upstream 
and the effects of the different scales and levels were similar 
for most of the conditions tested, just as for the circular leading 
edge. The biggest difference was again between the flow with
out artificially raised turbulence and those with. At i = 4 and 
5 deg, however, the effect of turbulence level was pronounced, 
so that at / = 5 deg the suction peak was almost twice as great 
for the turbulence level of 10 percent, scale 20 mm, as for a 
level of 1.9 percent, scale 2.9 mm. 

The lowest Reynolds number tested for the elliptic leading 
edge was Re, = 500. With low free-stream turbulence a long 
reattachment without a plateau was found at incidences up to 
4 deg, presumably laminar reattachment. At the same Reynolds 
number the effect of a free-stream turbulence level of 5 percent 
was to produce a separation bubble with a plateau at / = 3, 
4, and 5 deg, with relatively rapid reattachment, indicating 
turbulent flow. At lower incidences no separation or bubble 
were evident for this Reynolds number. 
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Fig. 13 Boundary layer momentum thickness and (orm factor along 
aerofoils: Re, = 2700; low free-stream turbulence 

Boundary Layer Measurements. Figure 13 presents meas
urements of the boundary layer momentum thickness $ and 
form parameter Hn = 5*/0 at a range of positions along the 
surface of the aerofoils, all for Re, = 2700 and for low inlet 
turbulence. For the circular leading edge aerofoil the results 
are given for incidences of 0, 1, and 2 deg, whereas for clarity 
the elliptic leading edge results are presented only for /' = 1 
deg. The rapid drop in form parameter shows the reattachment 
taking place at around 2s/1 « 6. At 2s/1 « 17, where it was 
decided to standardize the taking and presentation of boundary 
layer measurements, it can be sen that most of the curves have 
steadied out and only the form parameter for / = 2 deg is still 
varying significantly. The strong influence of incidence is ap
parent, because at / = 1 deg the form parameter at 2s/t » 17 
is similar to that for a turbulent boundary layer in zero pressure 
gradient, Hn = 1.6, whereas at / = 2 deg Hi2 = 2.3, a value 
comparable with that normally associated with separation or 
reattachment. Likewise the momentum thickness at i = 2 deg 
is approximately twice as big as at /' = 1 deg. The magnitude 
of the momentum thickness shown in Fig. 13 for i = 1 deg is 
comparable for the circular and the elliptic leading edges, but 
this is highly misleading. The thickness of the elliptic leading 
edge is 2.2 times that of the circular leading edge and in ap
propriate nondimensional terms the boundary layer is more 
than twice as thick on the circular aerofoil. 

The measurements of momentum thickness and form pa
rameter with the free-stream turbulence level raised to 5 percent 
are shown in Fig. 14. The trends are in most cases similar to 
those in Fig. 13 obtained with low turbulence. One difference 
is that reattachment is much farther upstream with the raised 
turbulence; another difference is that the form parameter drops 
sharply at 2s/t * 3, well upstream of the low free-stream 
turbulence case. The magnitudes of the momentum thickness 
are about 20 percent lower than the corresponding low free-
stream turbulence cases and the form parameter for i = 2 deg 
is now similar to that for lower incidence, Hi2 » 1.7. 

For the circular leading edge aerofoil the variations in mo
mentum thickness and form parameter Hn are shown in Fig. 
15 versus Re, for incidences of 0, 1, and 2 deg for both low 
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Fig. 14 Boundary layer momentum thickness and form factor along 
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Fig. 15 Boundary layer momentum thickness and form factor at 
2s/t - 17 for circular leading edge at various incidences (key on 
Fig. 16) 

and raised free-stream turbulence levels. All these measure
ments were obtained at 2s/1 = 17. The most obvious trends 
are the weak dependence on Re, and strong dependence on 
incidence, particularly for 6. As noted above, raising the free-
stream turbulence reduces the momentum thickness by about 
20 percent. Most of the form parameter values are between 
1.6 and 1.7, the exception being i = 2 deg with low turbulence, 
which shows a most surprising result. At Re, = 1000 Hl2 = 
1.8 but this rises to Hn = 2.3 at Re, = 2000, above which it 
stays almost constant. This is counterintuitive, since form pa
rameter normally decreases as Reynolds number is raised. Quite 
independent measurements of the static pressure at i = 2 deg 
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Fig. 16 Boundary layer momentum thickness and form factor at 2s/r 
= 17 for elliptic leading edge at various incidences 

supported the unusual trend in Hn, since the bubble was shorter 
and the plateau at lower pressure for Re, = 1000 than Re, > 
2000. No explanation can be offered for this. 

Figure 16 presents results for the elliptic leading edge cor
responding to those for the circular leading edge in Fig. 15. It 
will be seen that the nondimensional momentum thicknesses 
28/1 are on the order of one third those for the circular leading 
edge. The effect of free-stream turbulence is more complicated 
for the elliptical leading edge at / = 1 and 2 deg; evidently if 
transition can be accomplished far enough upstream the mo
mentum thickness is up to about 20 percent less, but this 
demands the presence of high free-stream turbulence and a 
sufficiently high Reynolds number. The high values of Hl2 for 
low Re, at zero incidence with low free-stream turbulence are 
evidence that the boundary layer is still laminar at 2s/1 =17. 

Figures 17 and 18 show the momentum thickness and form 
parameter versus incidence angle for the circular and elliptic 
leading edge aerofoils respectively at 2s/? = 17. All the meas
urements are for Re, = 3000. The parameter varied in each 
case is the free-stream turbulence level and scale; the squares 
in each are the measured values with no turbulence grid in
stalled. At negative incidence there is no separation bubble 
and at low free-stream turbulence the flow is in some cases 
still laminar at the 2s/? = 17 station. At positive incidence the 
effect of turbulence is generally small, except for the circular 
leading edge at / = 2 deg, for which H\2 is much greater in 
the low turbulence case. At positive incidence the momentum 
thickness is generally higher for low free-stream turbulence, 
the one exception being for the circular leading edge with the 
highest level of turbulence, 10 percent, and a scale equal to 20 

Discussion 
Separation bubbles have been shown to occur on the suction 

surface very near the leading edge of thin aerofoils when the 
incidence is greater than needed to put the stagnation point 
on the nose of the aerofoil, in other words when the effective 
incidence is positive. For aerofoils with a marked discontinuity 
in surface curvature, such as those formed with a circular 
leading edge, the discontinuity can cause a separation bubble 
even when the effective incidence is zero. Even at higher in
cidence the separation appears to occur very close to the po
sition where the discontinuity in curvature occurs. 

For any particular leading edge geometry the length of the 
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Fig. 17 Boundary layer momentum thickness and form factor at 2s/t 
= 17 at various turbulence levels for circular leading edge: Re, = 3000 

Fig. 18 Boundary layer momentum thickness and form factor at 2s// 
= 17 at various turbulence levels for elliptic leading edge: Re, = 3000 
(key on Fig. 17) 

separation bubble depends on the Reynolds number Re, and 
incidence. The length of the bubble generally reduces as Re, 
is increased, and this effect was found to be more pronounced 
with the elliptic leading edge than the circular one. As the 
bubble is shortened the static pressure of the spike and in the 
plateau region decreases, reflecting the tighter radius of cur
vature the flow outside the shear layer is made to follow. 

At higher incidence (2 deg in the case of the circular leading 
edge and 4 deg for the elliptic one) and with low free-stream 
turbulence, the character of the flow alters and reattachment 
occurs much more slowly. The alteration in the flow that ac
companies this is not understood at the present time. At still 
higher incidence the flow was found not to reattach at all. 

Free-stream turbulence has a far greater effect on the be
havior of the bubble than had been expected. Increasing free-
stream turbulence for the circular leading edge at all positive 
incidences produced a noticeably shorter bubble, with a higher 
suction peak and lower pressure at the plateau. Increased free-
stream turbulence also allowed bubbles to persist to higher 
incidences (2 deg for the circular arc leading edge with elevated 
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turbulence, compared to 1 deg without, for a conventional 
bubble with a well-defined plateau region). A leading edge 
region flow without a clear bubble was also possible at sub
stantially higher incidence with free-stream turbulence. 

The effect of free-stream turbulence was even more pro
nounced for the elliptic leading edge than the circular one; in 
this case the plateau region was effectively removed so that an 
almost continuous rapid deceleration took place from a high 
value of the suction peak. In these cases the readjustment in 
pressure from the peak near the leading edge to the level well 
back on the aerofoil was virtually complete by Is/t ~ 5 (the 
leading edge blend point occurring at 2s/1 « 2.2). This was 
much sooner than for the elliptic leading edge without the high 
free-stream turbulence, for which adjustment was more typ
ically completed at 2s/t = 10. At a lower Reynolds number, 
Re, = 1000, the turbulence did not bring about this marked 
alteration to the pressure distribution around the elliptic lead
ing edge and the conventional bubble with a plateau was 
formed. It therefore seems that for Re, > 2000 the effect of 
free-stream turbulence was to suppress the separation, or make 
it imperceptible, by bringing about transition almost imme
diately. The largest suction peak was cp = - 4.6 and was found 
for the elliptic leading edge at 5 deg incidence with elevated 
turbulence. In this case the free-stream velocity was virtually 
halved between the peak and, say, 2s/t = 10, a very steep 
gradient. 

It is often thought that with a well-shaped leading edge, such 
as the elliptic leading edge used here, the boundary layer will 
be in better shape because the suction peak can be avoided. 
The results here show that the suction peak is not reduced, 
except for small incidence, and that larger suction peaks were 
found on the elliptic leading edge than the circular one. This 
can be seen by comparing the measurements for / = 3 deg in 
Figs. 8 and 12; with the circular leading edge the peak is cp ~ 
- 1.85, whereas for the elliptic leading edge it is cp = -2.05. 
A different reason must explain why the boundary layers are 
so much thinner for the elliptic blade at the same incidence. 
It is possible that the rapidity with which reattachment takes 
place, and the corresponding thinness of the shear layer, is 
related to the shape of the leading edge as distinct from the 
pressure distribution set up by the leading edge. If the shear 
layer separates from the surface inclined at a large angle from 
the direction of surface downstream of where it may reattach, 
a longer bubble with a lot of entrainment will be necessary. 
If, on the other hand, the shear layer leaves in a direction more 
nearly parallel to the surface, a shorter bubble is likely to be 
formed. It seems very likely that the elliptic leading edge favors 
this latter case. 

At low Reynolds numbers and for low free-stream turbulence 
it appears possible for reattachment to occur without transition 
taking place. This can be seen for the elliptic leading edge in 
Fig. 11 at Re, = 1000, and it was also observed for the circular 
leading edge at Re, between 250 and 750, depending on inci
dence. In these cases the behavior is very different, since the 
flow reattaches without the formation of a plateau, giving what 
is assumed to be a wholly laminar bubble. In the case of the 
elliptic leading edge the inlet velocity is about half that for 
the circular leading edge aerofoil for the same Re„ because 
the aerofoil was approximately twice as thick. Furthermore 
the shear layers were substantially thinner in the case of the 
elliptic leading edge, as shown by the smaller values of 0 meas
ured. The resulting Reynolds numbers based on shear layer 
thickness for the elliptic leading edge were therefore lower for 
the same Reynolds number based on leading edge half thick
ness, Re,. As a result the Reynolds number based on the shear 
layer was low enough at Re, = 1000 and i = 1 deg that 
transition could not take place and a laminar reattachment 

i occurred for the elliptic leading edge, but a turbulent reat-
- tachment for the circular one. 

Boundary layer momentum thickness grows smoothly along 

the suction surface, including through the region in which the 
bubble occurs. The form parameter drops precipitously in the 
region where reattachment occurs, and downstream of this it 
can relax back to the value appropriate for the overall pressure 
gradient. Increasing the turbulence level leads to a reduction 
in momentum thickness of about 20 percent, compared to that 
for low free-stream turbulence, for the cases in which the flow 
has reattached in the low turbulence case. In low free-stream 
turbulence flows for which reattachment does not occur, the 
decrease in momentum thickness brought about by the higher 
level of turbulence can be much greater than 20 percent. Sim
ilarly, if the boundary layer form parameter with a low free-
stream turbulence level is high, free-stream turbulence can 
reduce the boundary layer form parameter very sharply. 

Reynolds number based on the leading edge thickness, Re„ 
has only a weak influence on pressure distribution and bound
ary layer properties in the range investigated, 1000 to 5000, 
and the variable of primary importance is the incidence. The 
boundary layer properties are more nearly independent of 
Reynolds number for the circular leading edge, for which 26/ 
t is very nearly a function of incidence alone. Downstream of 
the reattachment region Ree can therefore vary substantially 
and in some cases very low values of Res for a turbulent bound
ary layer were measured at 2s/1 -11. For the circular leading 
edge at Re, = 1000 and / = 1 deg measurements gave Ree = 
309 and Hi2 = 1.59 for the case without turbulence and Ree 
= 245 and H12 = 1.62 for the case with 5 percent free-stream 
turbulence at a scale of 6 mm. The comparatively low value 
of the form parameter indicates that these are turbulent pro
files. With the elliptic leading edge the values of Re9 were even 
lower at Re, = 1000 and / = 1 deg: Re„ = 148 and Hn = 
1.98 without high free-stream turbulence and Re# = 147 and 
Hi2 = 1.79 with. For these latter cases, however, the boundary 
layer would appear to be transitional. In every case, since 6 is 
almost independent of Re„ the value of Ree rises almost in 
proportion to Re,. 

It was noted earlier that the thicker aerofoil with a circular 
leading edge produced a smaller effective incidence for the 
same geometric incidence, mainly because the height of the 
wind tunnel was not increased in proportion to the thickness. 
The boundary layers for the elliptic and circular leading edges 
should have been compared for aerofoils of the same thickness; 
in other words the thicker circular leading edge (6.3 mm half-
thickness) should have been used to compare with the elliptic 
aerofoil of similar thickness (6.6 mm). Unfortunately this was 
not realized when the measurements of the boundary layer for 
the circular leading edge were made, all with the 3 mm half-
thickness aerofoil. It is nevertheless possible to obtain a clear 
indication of the comparative boundary layer thicknesses by 
matching the effective incidences. For 2 deg incidence onto 
the thinner circular leading edge aerofoil, the effective inci
dence is approximately equal to that on the thicker circular 
leading edge aerofoil at about 2.5 deg. From Fig. 18 for the 
elliptic leading edge it is easy to extrapolate the trend to 2.5 
deg incidence to get a value of 20/1 = 0.15. The corresponding 
value of 26/1 for the circular leading edge results shown in 
Fig. 17 at 2 deg incidence is about 0.45. The values of mo
mentum thickness normalized by the leading edge half thick
ness, 26/1, are therefore between two and three times greater 
for the circular leading edge than the elliptic one, the exact 
value depending on the incidence and on the level of free-
stream turbulence. 

For a compressor blade suction surface, the pressure dis
tribution downstream of the reattachment may be adverse and 
strong for most of the chord; if this is the case the contribution 
of the skin friction is negligible and the momentum integral 
equation reduces to 

Ud6/ds = -6(2 + Hn)dU/ds. 

The growth rate of momentum thickness is therefore propor-
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tional to the local value of momentum thickness and the value 
of 6 at the trailing edge would be proportional to the value 
just downstream of the reattachment near the leading edge if 
H[2 remained constant as the boundary layer developed. In 
fact Hn is likely to increase more rapidly if the boundary layer 
is thicker, increasing further the growth rate of 6. The pro
pensity for the boundary layer to separate also depends on the 
nondimensional velocity gradient, so an increase in 6 near the 
leading edge can precipitate another separation farther down
stream. 

It was remarked in the introduction that the leading edge 
of a compressor blade is normally so thin that accurate and 
consistent manufacture is difficult to achieve. A blade with a 
smooth transition from the leading edge radius to that over 
the suction surface may therefore have a thin boundary layer 
at the suction surface trailing edge, a thin wake, and relatively 
low loss, whereas a blade in the same row that has a less smooth 
shape in the leading edge region may cause much more loss. 
It seems probable that some of the blade-to-blade variation in 
wake thickness frequently observed is caused by leading edge 
variations. Whereas the benefits of an elliptic leading edge 
over other cruder shapes is apparent, it must be realized from 
the measurements presented here that the penalty for failing 
to meet the very tight requirements may be high and mechanical 
damage to the leading edge region of a carefully designed blade 
could lead to serious degradation in performance. 

The results have confirmed that for proper modeling of flow 
inside compressors or turbines it is essential to include a level 
of free-stream turbulence substantially higher than was found 
naturally in the tunnel used (Tu < 0.5 percent). It seems, 
however, that the behavior is relatively insensitive to the level 
of turbulence or its scale, and this makes it possible to carry 
out representative tests without giving particular attention to 
the precise conditions inside the compressor or turbine or to 
the precise nature of the turbulence used in the wind tunnel. 
Some evidence points to the lowest level of turbulence used, 
1.9 percent, being too low to give an accurate modeling of 
flow inside a compressor, and the highest level, 10 percent, 
being too high. The level used here for most of the tests, 5 
percent, seems about right and in line with that measured inside 
multistage compressors. The flow does not seem very sensitive 
to the scale of the turbulence. 

This paper, which is already long, has concentrated on pre
senting results that may be directly incorporated into calcu
lation methods for the flow about compressor or turbine blade 
rows. The explanation for many of the observations lies with 
the process or processes of transition in the separated shear 
layer. To elucidate this it is necessary to look at the instan
taneous ("raw") velocity traces and this will form the subject 
of another paper. 

Conclusions 
1 Leading edge shape has a very large effect on the bound

ary layer immediately downstream of the leading edge and 
therefore on the development of the boundary layer over the 
remainder of the aerofoil. There is clearly a practical problem 
in manufacturing the leading edge accurately enough to min
imize the loss as well as in determining the leading edge precisely 
enough to allow accurate calculations to be performed. 

2 With a circular leading edge a separation bubble can 
form in low-turbulence flow even with a small negative inci
dence. With raised free-stream turbulence the bubble is barely 
detectable at zero incidence. 

3 With an elliptic leading edge a separation bubble may 
be absent at zero incidence because separation is avoided. 
When bubbles form they are shorter than with a circular leading 
edge and, furthermore, can reattach at higher incidence. 

4 At low Reynolds numbers and zero or small incidence, 
it is possible for the flow to reattach without forming a bubble 

with a detectable pressure plateau, though the process takes 
longer. This is believed to be laminar reattachment. 

5 The bubble length, pressure distribution, and the bound
ary layer conditions downstream are strong functions of in
cidence. Incidence matters in that it positions the stagnation 
point relative to the nose of the aerofoil (i.e., fixes the effective 
incidence). The same quantities are weak functions of Reynolds 
number based on leading edge half thickness. 

6 Raising the inlet free-stream turbulence to around 5 per
cent has a marked effect on the bubble, roughly halving the 
length and raising the peak suction level by up to 50 percent 
for the circular leading edge. A raised free-stream turbulence 
has an even more pronounced effect on the pressure distri
butions about the elliptic leading edge; at most of the Reynolds 
numbers tested the plateau region associated with the normal 
bubble structure is missing and the deceleration from the peak 
is rapid and monotonic, suggesting that transition appears to 
take place before or, more likely, immediately after separation. 
At low Reynolds numbers the normal bubble pressure distri
bution reappears for the elliptic leading edge even with high 
free-stream turbulence. 

7 The effect of free-stream turbulence can be achieved by 
a wide range of levels and length scales, the effect of scale 
being even weaker than level. 

8 At about 17 leading edge half-thicknesses downstream 
from the nose of the aerofoil, the boundary layer has settled 
to a comparatively slowly changing state and this provided a 
useful condition for comparing results. It would also provide 
a convenient starting position for the calculation of boundary 
layers farther downstream. 

9 The boundary layer thickness is significantly greater for 
the circular leading edge when nondimensionalized by the lead
ing edge half-thickness. For example, for the circular leading 
edge at 2 deg incidence 29/1 « 0.45 at 2s/t = 17, but for the 
elliptic leading edge at the same condition 20/1 » 0.15. A 
circular leading edge is by no means the worst shape that can 
be created and it is to be expected that badly made or damaged 
leading edges will result in even greater values of 26/t and 
therefore of loss. 

10 Form parameter, Hn, varies considerably with inci
dence, being high if the boundary layer is laminar (at negative 
incidence, especially with low free-stream turbulence) and high 
for substantial positive incidence when the turbulent boundary 
layer is near to separation. The range of values of Hi2 is greatly 
reduced by the presence of high free-stream turbulence. 

11 The values of boundary layer parameters such as Re« 
and Hl2 can vary widely at the same position on the aerofoil 
as incidence, Reynolds number Re,, and free-stream turbulence 
condition are altered. With high levels of free-stream turbu
lence a turbulent boundary layer was measured for which Re# 
= 245, a value much lower than is normally assumed the 
minimum. 

12 The tests performed have been at very low Mach num
bers, M < 0.1. It is to be expected that very different behavior 
occurs at high subsonic Mach numbers when an expansion 
around the bubble could lead to a supersonic patch terminated 
by a shock. 
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D I S C U S S I O N 

L. H. Smith, Jr.3 

This paper adds to the literature some important data that 
can be used to help estimate the effects of leading edge contour 
on turbomachine performance. Although it provides guidance 
to designers who specify edge shapes, a more important use 
of these data will be in the assessment of the consequences of 
manufacturing imperfections and imperfections that result 
from injudicious rework of edges that have been damaged in 
service. 

The authors show that the bluntness of a circular edge is 
harmful compared to that of a 1.89:1 ellipse, but in practice 
edges considerably blunter than circular may be encountered. 
Test results for such edges would be useful, but lacking these 
this discusser offers below a means to estimate them. 

The extreme of bluntness is a square edge. It is reasonable 
to assume that the pressure distribution over such an edge, at 
subsonic Mach numbers, is nearly the same as that given by 
the Kirchhoff free streamline analysis of the flow around a 
lamina placed normal to the stream; see Fig. 19. Since the 
pressure behind the lamina is ambient, the force on the lamina 
is equal to the integral of the pressure over the upstream face, 
and it is given by Lamb (1932) to be 

F=0.440p£/? 

A control volume analysis over the forward part of our square-
edged plate (back to s = 17(f/2)) yields, if we assume that the 
net shear stress on the sides of the plate is negligible in that 
region, 

PU}d = F/2 

20 
— = 0.440 
t 

for the square-edged case. This can be compared with 0.133 
for the circular edge and 0.078 for the elliptic edge, obtained 
from Figs. 17 and 18 at zero incidence. 

It is of interest to know what the loss penalty is for not 
having a "perfect" edge. An aerodynamically perfect edge 
would be one shaped such that there would be very little excess 
velocity at or near where the edge blends into the plate. In
spection of Fig. 12 suggests that, for the present test series, 
this condition is approached when the elliptic-edged plate is 
placed at an incidence between - 1 and - 2 deg, and in this 
range Fig. 18 gives approximately 0.06 for 26/1. Accepting this 
as the "perfect edge" value, we then subtract it from the values 
given above for the three edges considered to obtain their A0 
penalty values. The results are plotted in Fig. 20, where en
gineering judgment has been used to interpolate and extrap
olate around the three data points. It is hoped that this will 
be useful when estimating the performance penalties associated 
with different degrees of bluntness. 
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It is of interest to know what the loss penalty is for not 
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would be one shaped such that there would be very little excess 
velocity at or near where the edge blends into the plate. In
spection of Fig. 12 suggests that, for the present test series, 
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Investigation of Throughflow 
Hypothesis in a Turbine Cascade 
Using a Three-Dimensional 
Navier-Stokes Computation 
The results of a computation, performed with a three-dimensional Navier-Stokes 
computation at ONERA, have been averaged in the blade-to-blade direction; the spatial 
fluctuations around the averaged flow variables have also been determined. It has then 
been possible to estimate all terms in the average components of the momentum 
equations. The comparison of the two-dimensional balances of these three equations 
shows that the shear stress plays a minor role in the momentum balance, except on the 
dissipation of the passage vortex kinetic energy downstream of the blade trailing edges. 
The kinetic energy of the spanwise component of the velocity spatial fluctuations has a 
very strong influence on the radial pressure gradient; it introduces a convection effect. 
This is a key effect for all these balances. 

Introduction 
The computation of the flow in blade passages of compres

sors and turbines may be performed with efficient three-di
mensional Navier-Stokes codes, which give access to very 
fine local flow structures in only a few hours on a vector 
computer (Escande and Cambier, 1991; Dawes, 1987). The 
practical treatment of the large amount of flow data is, 
however, a severe limitation for the use of such tools, particu
larly if some global information is looked for during the 
design process for example. Simpler tools are then needed, 
such as the throughflow computation. This model solves the 
flow equation in a two-dimensional form, and can also han
dle a whole multistage machine in a single pass. Consistent 
throughflow models with three-dimensional Navier-Stokes 
solutions are also needed. They may be based on various 
averages in the blade-to-blade direction, the most useful and 
coherent of which seems to be the mass-averaging procedure 
(Hirsch and Dring, 1987). A whole set of mass-averaged 
Navier-Stokes equations have been given by Hirsch (1990). 

The main limitation of throughflow computation is its 
apparent inability to reproduce three-dimensional effects, of 
which there are three types: convection, diffusion due to 
shear stress and heat flux, and blade pressure and friction 
forces. Some phenomena may however be simulated, pro
vided special models are employed. For instance, the passage 
vortex is linked to the action of the blade pressure force on 
the end-wall shear layer. If the pressure field is not too 
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Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
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Technical Editor: H. Lukas. 

distorted by the vortex, then a boundary layer hypothesis may 
be used for the end-wall layer computation. Similarly, in an 
inviscid flow, the information about the pressure force may 
be replaced by the flow deviation. The secondary flow devia
tion, which is an aspect of the three-dimensional convection 
effect, may then be easily computed with the help of a 
vorticity transport equation. In this equation, the explicit 
influence of the pressure is naturally weak, and appears 
implicitly through the inviscid flow deviation. Leboeuf and 
Brochet (1985) have obtained some good results inside blade 
compressor passages. However, because this type of method 
does not take into account three-dimensional convection or 
diffusion, it forces the secondary vorticity and also the losses, 
to be confined to the end-walls. This behavior is a severe 
limitation for the computation of multistage machines. 

Supplementary models have been derived that may ac
count for a so-called "radial mixing" process. Two basic 
approaches have been followed. Adkins and Smith (1982) 
assume a model, based on "the convection of fluid properties 
by the secondary flow field" with various contributions of the 
passage vortex, the leakage clearance effects, the centrifugal 
effect on the blade boundary layer and wake. On the 'con
trary, Gallimore and Cumpsty (1986) assume a diffusion 
model for the radial mixing process. In practice, both models 
introduce diffusion terms in the throughflow equation. A 
mixing diffusion coefficient has to be adjusted to fit the 
experimental data. Dring (1993) has shown that, even for 
very high values of the mixing coefficient, neither of the 
previous radial mixing models were able to correct the dis
crepancy between the measured blade pressure force and the 
measured momentum changes across the blade row for his 
two-stage axial flow compressor. More important, according 
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to this author, the impact of these models "is small, and it is 
not in general driving it toward the measured results." In his 
conclusion, Dring suggests the possible strong influence of 
corner stall on his test case. 

Leylek and Wisler (1991) have performed a three-dimen
sional Navier-Stokes computation in axial-flow compressors. 
In their answers to the written discussion of the paper, they 
remark that "there is general agreement . . . that both sec
ondary flow (three-dimensional convection effects) and turbu
lent diffusion can play important roles in the mixing process." 

The objective of this paper is to estimate the relative 
importance of the various terms that occur after an azimuthal 
average is applied on the Navier-Stokes equations. For that 
purpose, we have performed a numerical experiment with a 
three-dimensional Navier-Stokes code. The results of a com
putation, performed with a three-dimensional Navier-Stokes 
computation at ONERA, have been used. For the test case, 
we use a turbine profile with a high deviation capability; this 
enables a strong three-dimensional distortion of the flow. 
However, a cascade with straight blades was chosen, to focus 
on the main flow features related to viscous and turbulent 
effects. The results of the Navier-Stokes computation have 
been averaged in the blade-to-blade direction. The various 
terms of the throughflow momentum equations have been 
computed. Our purpose is to show how three-dimensional 
effects will disturb the averaged blade-to-blade quantities, 
with particular emphasis on convection, pressure, and shear-
driven phenomena. 

The Test Case and the Navier-Stokes Computation 
We have used the test turbine proposed by Denton et al. 

(1990). This is a cascade of turbine blades with a profile 
typical of the root section of a low-pressure aircraft gas 
turbine. It has been tested in the variable density cascade 
tunnel at the Whittle Laboratory in Cambridge (United King
dom). The experimental conditions are: overall deviation of 
the flow 92.4 deg, inlet Mach number 0.5, isentropic exit 
Mach number 0.71, inlet Reynolds number 2.3 X 105. 

The computation has been performed by ONERA with the 
code CANARI. This method has been developed by different 
authors at ONERA (Cambier et al , 1988). The numerical 
method is characterized by an explicit centered finite differ
ence scheme of Lax-Wendroff type, with two steps, associ
ated with a multigrid accelerator. Artificial viscosity of sec
ond and fourth order is added to the equation, to ensure 
numerical stability. Boundary conditions as well as connec
tions between subdomains are treated with compatibility 
relationships. 

The code is used here with a fine mesh, which allows an 
accurate description of the wall geometry. The splitting of 
the domain in an O-type mesh around the blade and two 
H-type subdomains upstream and downstream allows an ac
curate description of the rounded trailing and leading edges. 
The subdomains have respectively 28,875, 262,605, and 42,875 
meshes, from upstream to downstream, on the half-blade 

span. The location of the mesh points in the laminar sublayer 
enables the capture of very small vortex structures. The 
turbulence model is the mixing length model of Michel et al. 
(1969), corrected for three-dimensional geometries by the 
model from Buleev (1962). Although it is a very simple 
turbulence model, it produces a good qualitative picture of 
the flow behavior. All the flow quantities, and the terms in 
the equations presented in this paper, have been nondimen-
sionalized by reference quantities: temperature Trcf = 293 K, 
density p re ( = 1293 kg/s, velocity wref = 341.1 m/s , length 
Lref = 0.05253 m. The fluid is air. 

This code has been validated on various fundamental and 
turbomachine cases, including turbines with similar meshes 
(Cambier et al., 1988; Escande and Cambier, 1991). The 
predictions appear to be of good quality. As it is not our 
purpose to check the accuracy of the predictions against 
experimental results, we shall assume that these numerical 
data produce a good qualitative simulation of the local flow 
structures. 

The Blade-to-Blade Average 
The results of the computation have been mass averaged 

in the blade-to-blade direction z, which stands for the cir
cumferential direction 8 in a cylindrical frame of reference. 
As the turbine blades are arranged in a straight fixed cas
cade, we use a Cartesian frame where x is the axial direction 
and y is a direction parallel to the blade span. 

The mass-averaging process is described by the following 
formulas. If A(x, y, z) is a flow variable, A is the related 
mass-weighted spatial average and A' is the spatial fluctua
tion of A in the z direction: 

A(x,y,z)=A(x,y)+A'(x,y,z) (1) 

(2) 
_ - 1 rb 

PA = pA = T pAd(z/g) 

where g is the blade pitch and b is the fraction of space free 
of blades. The variable A stands for any flow variables, 
except for the density p, the pressure P, and the shear stress 
for which Eq. (2) is replaced by a simple area average. In that 
case, the following notation is used: 

p(x, y, z) = p(x, y) + p"(x, y, z) 

P(x,y,z)=P(x,y)+P"(x,y,z) 

Using this averaging process on the gradient operator, we 
get: 

1 _ _ 1 
VA = - V ( M ) + - A [ ^ n ] " , (3) 

where V is the gradient operator in the (x, y) plane, and A is 
the difference operator. The last term of Eq. (3) stands for a 
blade effect; it is the origin of the blade pressure and shear 
force in the momentum equations. 

The average of the nonlinear terms in the transport equa-

N o m e n c l a t u r e 

b = blade blockage in the z direc
tion 

g = distance between two consec
utive blades, in the z direc
tion, outside the blade pas
sage 

K = kinetic energy of the spatial 
fluctuation in the z direction 

P = static pressure 

Re = Reynolds number 
T = temperature 
u = velocity 

x, y, z= axial, spanwise, and blade-
to-blade directions 

p = static density 
T = shear stress 
n = unit vector in z direction 

Superscripts 

~~ = mass average in the z direc
tion (see Eq. (2)) 

' = fluctuation in the z direction 
around the mass average (see 
Eq. (3)) 

= area average in the z direc
tion 

" = fluctuation in the z direction 
around the area average 

Journal of Turbomachinery JANUARY 1995, Vol. 117/127 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Mid-span 
Blade to blade evolution of K 

Fig. 1 Averaged kinetic energy K of the spatial fluctuation in the 
(x, y) surface (LE and TE stand for leading edge and trailing edge, 
respectively) 

Kinetic energy of the spatial fluctuation at mid-span 
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Fig. 2 Axial evolution of the averaged kinetic energy K at midspan 

tion will introduce some new unknowns, from the point of 
view of the averaged quantities: 

pAB = pAB + pA'B' = pAB + pA'B' (4) 

The last term in Eq. (4) is derived according to Eq. (2); it 
accounts for the nonuniformity of the flow in the blade-to-
blade direction, which is influenced by the three-dimensional 
nature of the flow. 

This averaging process is then applied to the three compo
nents of the momentum equation. It is described in the 
following paragraphs. 

The Kinetic Energy of the Spatial Fluctuation 
The local value of the spatial fluctuation kinetic energy K 

is defined as: 

K = KX + Ky+K2~ -(u'x
2 + uf + <2) 

and the averaged value: 

K = Kr Ky + Kz Uu'1 + u'l + u'l) (5) 

Figure_ 1 displays the evolution of the averaged kinetic 
energy K in the (x, y) plane. Figures 4(a) to 4(e) give five 
representations of the local quantity K in (y, z) planes. The 
locations of these planes are given by the symbols A to E on 
Fig. 1, with the following axial locations x/c = 0.1, 0.75, 
0.98, 1.0, 1.1. 

We considerjirst the structure of the spatial fluctuation 
kinetic energy K. At midspan, the flow is two dimensional (x, 

Station A -
Station B -
SlallonC -

Fig. 3 Blade-to-blade evolution of K for the station A to C defined 
in Fig. 1 

z), because it is a symmetric plane. Figure 2_gives the axial 
evolution of the averaged kinetic energy K at midspan. 
Upstream the leading edge K strongly increases until a 
maximum occurs at the leading edge, then it decreases. This 
phenomenon results from the blade surrounded by the flow. 
This is a potential effect. In Fig. 1, we notice that this effect 
is reinforced near the end-wall by the boundary layer separa
tion that jpecurs in front of the leading edge. In the blade 
passage, K is maximum just after midchord and then strongly 
decreases. This has two origins: the boundary layer develop
ment on the blade walls, and the blade suction side accelera
tion that is a consequence of the curvature. The blade-to-
blade evolution at midspan of the local spatial fluctuation 
kinetic energy is given in Fig. 3 for the stations A to C 
defined above. Clearly the suction side acceleration effect is 
dominant in stations A and B, while near the trailing edge 
(station C), where no wall curvature exists, there is only the 
blade wall boundary layer effect. Finally, at the trailing edge, 
the wake leadsjo an important discontinuity on K (Fig. 2). 
The peak of K is a consequence of a strong local flow 
reorganization. The strong dissipation of the wake may be 
seen on this figure. At midspan, we can remark on Fig. 1, 
that the previous observations are maintained up to 5 per
cent of the half-span from the end-wall at the leading edge, 
and 25 percent at the trailing edge. This shows that the flow 
is strictly two dimensional in this region. 

We describe now, the three-dimensional effects on K: the 
leading edge vortex, the suction side corner effect, the blade 
passage, and the wake influences. On Fig. 4(a) located near 
the leading edge, the maximum of kinetic energy K, shown 
near the end-wall, indicates the leading edge vortex. Only the 
suction side leg may be seen on this figure; the pressure side 
one is already dissipated. On Fig. 4(b, c) located after 
midchord in the blade passage, the maxima of K are located 
near the blade walls, as a consequence of the wall boundary 
layer and of the passage vortex. A small area of high K value 
may also be observed in the pressure side corner; this is a 
consequence of the averaging process as there is a difference 
in direction between the blade walls and the average flow in 
the end-wall shear layer. On Fig. 4(c, d, e), two regions of 
maximum kinetic energy may be observed. First in the suc
tion side corner, a strong dissipation and a strongly reduced 
velocity magnitude exists. Furthermore near the suction side, 
but displaced away from the end-wall along the blade, a 
maximum exists; this area is influenced by a strong passage 
vortex that interacts with the blade wall, with a correspond
ing strong increase in velocity magnitude near the wall. At 
the trailing edge, the averaged fluctuation kinetic energy 
suddenly increases all over the blade span (Figs. 1 and 2). 
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Mid-span Mid-span Mid-span 

H\2 

1 1 

Mid-span 

Fig. 4 Local kinetic energy K of the spatial fluctuation in four (y, 
z) surfaces (a), (b), (c), (d), and (e) whose axial locations are 
given on Fig. 1 

The passage vortex effect and the suction side corner one are 
superposed on wake effect (Fig. 4(d)). As seen on Fig. \(d, 
e), and on Fig. 1, the secondary kinetic energy K strongly 
decreases after the trailing edge, particularly in the wake, 
while the passage vortex is still detected 50 percent of chord 
downstream. 

The Averaged y Component Equation: The "Radial 
Equilibrium" Equation 

The averaged y component of the momentum equation is 
written as: 

(bpujiy) + — (bpuy
2) 

dx dy 

dy 
bP-±(bpuWy)-±lb-pu,2) 

R.. dx 
(H,) + —(^,) 

1 r dz] SS 

\ dz] 
T + A r 

[xy dx\ ps [yydy\ T7 - A M y^s (6) 

The blades are not twisted, and so dz/dy — 0 on the 
blade surfaces. As the no-slip condition is used in the three-
dimensional computation, the average of the convective 
transport terms does not introduce any contribution on the 
blade surfaces. The different terms of Eq. (6) are written as 
follows: 

Convection terms 

= Pressure terms + Fluctuation terms + Shear stress terms 
Figure 6 gives the y momentum balance at station B 

defined in Fig. 1. Figures 5(a) to 5(c) give the contributions 
of the individual terms to the balance of Eq. (6). We have not 
presented the shear stress terms, because their contributions 
are significant only near the end-wall as we can see in Fig. 6. 

Mid-span 

Fig. 5 Contributions of the most important terms in the y compo
nent of the momentum Eq. (6): (a) convection term, (b) pressure 
term, (c) spatial fluctuation term 

Y momentum balance at station B 

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Spanwlse Y/span 

Fig. 6 V momentum balance at station B along y direction 

We have found from the numerical computations that the 
following terms are negligible compared to the others: 

a , a 
dy 

(bpuy
2)~0, —(bpu'xu'y)~0, 

dz 
'Tx + A 

dz 

'Ty W > 0 (7) 
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Mid-span Mid-span 

SS PS 
Fig. 7 Static pressure contours at station £ 

Mid-span 

Fig. 8 Local shear stress component T„V at station C 

From Fig. 5, we may conclude that the convective terms 
(a) are negligible compared to the pressure (b) and fluctua
tion terms (c). The pressure term (b) is then only influenced 
by the fluctuation terms (c); this is a consequence of the 
passage vortex. This can be understood by considering the 
static pressure contour station E (Fig. 7). We observe a 
strong distortion of static pressure. 

Fig. 9 Contributions of the most important terms in the z compo
nent of the momentum Eq. (8): (a) convection term, (b) blade 
pressure term, (c) spatial fluctuation term 

The Averaged z Component Equation: The "Blade-to-
Blade" Equation 

The z component of the average momentum equation is 
given below: 

Figure 8 gives the local shear stress component rxy in / , -—— \ , _(u-
station C. As mentioned above, the averaged shear stress is 
significant only near the endwall. Nevertheless, Fig. 8 shows 
that even though the shear term is negligible in Eq. (6), the 
local shear stress effect may be important. 

From this analysis, we conclude that the influence of the 
three-dimensional flow structures on the y momentum bal
ance (the "radial equilibrium"equation) is very strong, as can 
be seen on the pressure gradient variations (Fig. 5(b)). The 
pressure varies along y mainly under the influences of the 
gradient along y of the fluctuation kinetic energy Ky. A 
second important conclusion from these computations is the 
negligible role of the shear stress terms in the y momentum 
balance except near the endwall. 

These remarks may suggest some guidelines for through-
flow modeling. First, the importance and the convective 
nature of the spatial fluctuation effect, described in Fig. 5(c), 
should question the exclusive use of diffusive models for the 
so-called "radial mixing" effects. Second, the present results 
show clearly that shear stress terms are negligible almost 
everywhere in the y-averaged momentum balance. Finally, 
trailing edge phenomena are dominated by three-dimen
sional convection terms and their dissipation. We conclude 
that shear stress effects mainly occur through the dissipation 
of the spatial fluctuations. 

3 . . d 
(bpujtz) + —[bpUyU;) dX dy 

d B 
= -b[P]pS - — (bpu'xu'z) - — (bpu'yu'z) 

dy 

l I a 
„ , -(brxz) + —(bTV 7) 
R„ \ dxy xz' dyy yz> 

— A 
R 

r dz] SS r s z ] 
T,- + A T„r  

[x dx\ ps [y dy\ 
A[i (8) 

We have found from our numerical computations that the 
gradient along y of the momentum is negligible compared to 
the x one. As in the previous paragraph, the blade shear 
stress terms are negligible too. Figure 10 presents the z 
momentum balance at station B and Figs. 9(a) to 9(c) the 
evolution of the individual terms in the z-momentum equa
tion in the (x, y) plane. The blade pressure force (Fig. 9(b)) 
is maximum and midchord. Figure 10 shows that the blade 
pressure term has a strong counterpart in the gradient along 
x of the momentum. This momentum gradient is also influ
enced by the shear stress terms near the end-wall and by the 
spatial fluctuation terms everywhere (about 10 percent). The 
evolution of the fluctuation terms (Fig. 9(c)) has three ori-
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I momentum balance at station B 

0.2 0.4 0.6 0.8 
Axial direction x/c 

Fig. 10 The z momentum balance at station B along y direction 
Fig. 11 Axial evolution of the x-momentum balance at midspan 
along x direction 

gins: a two-dimensional effect described above (Fig. 2), an 
important contribution of the suction side corner effect, and 
a slight influence of the passage vortex. 

The local components of the shear stress tensor are not 
presented in detail here, for lack of space; however, their 
overall behaviors are very well represented by the r value 
in Fig. 8. 

We conclude that the spatial fluctuation terms have a 
small but not negligible influence on the balance of the 
z-momentum equation. However, the three-dimensional ef
fects have a stronger indirect control on this equation. They 
modify the pressure gradient in the y equation (Fig. 5(b)). 
This has some consequence on the blade pressure force, 
particularly near the end-wall (Fig. 9(b)); in particular, the 
location of the passage vortex core very near the blade 
suction side (Fig. 7) is responsible for the high variation of 
the blade force. The shear stresses have a negligible direct 
effect on the z-momentum balance except near the endwall. 

The Averaged Axial x Component Equation 

The x component of the average momentum equation is 
given below: 

Mid-span 

d . —2 d 
[b~PUx ) + —{bpujiy) 

dx 

dx 
(bP) 

dz 
> 
dx ps 

a . . a 
- — (bPU'xU'x)-— (bpu'xU'y) 

ay 

ltd a 
+ — { — ( W „ ) + — ( i f , , ) 

RAaxy xxJ d y K xy> 

. ( 1 

r dz] SS 

r dz] 
T + A T 

[ xx dx \ ps [xy dy\ 
Ak. (9) 

Figures 12(«) to 12(c) give the contributions of the most 
important terms in the x components of the momentum Eq. 
(9): (a) convection term, (b) axial pressure gradient and 
pressure blade force, (c) the fluctuation terms. 

As previously, the blade shear stress terms are negligible, 
and the axial averaged shear stress gradient is significant only 
near the end-wall. On the whole, there exists an approximate 
balance between the pressure term (b) and the convection 
term (a). We can notice that the axial pressure gradient and 
the pressure blade forces have the same order of magnitude 
in the pressure term (b), although their contributions are not 
shown here. Moreover the three-dimensional influence is 
more important on the pressure blade force than on the axial 

Fig. 12 Contributions of the most important terms in the x compo
nent of the momentum Eq. (9): (a) convection term, (b) axial 
pressure gradient and pressure blade, (c) fluctuation term 

pressure gradient. Figure 11 presents the axial evolution of 
the momentum balance at midspan. It shows that, in the 
blade passage, the fluctuation terms are of the order of 10 to 
20 percent of the other terms, with strong peaks at the 
leading and trailing edges. Their origins are linked to the 
suction side acceleration described in the paragraph on the 
spatial fluctuation kinetic energy (Fig. 2). 
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Conclusion: Some Comments About Axisymmetric Flow 
Computation 

From the previous momentum balance analysis, we may 
suggest some guidelines for axisymmetric flow modeling. 

First we show that the spatial fluctuation influences are 
important in the x, y, and z components of the momentum 
equation. They have two origins: the three-dimensional flow 
structures and a two-dimensional effect. The latter is a 
consequence of the blade curvature and of the boundary 
layers on the blade walls. This is a major contribution in the 
x and z components of the momentum equation. We have 
shown that the radial kinetic energy Ky is modified by the 
passage vortex. It is responsible for the strong variations of 
the averaged static pressure along y, as observed inside the 
blade passage (Eq. (6)). This three-dimensional effect is 
transferred into the other components of the momentum 
equation, with the averaged pressure variations along y. A 
blade pressure force variation along the span will modify the 
balance in the blade-to-blade (z) and axial (x) directions. 
The most important contribution to the three-dimensional 
convection effect is then clearly K and the distribution role 
of the pressure. Note that the blade pressure force is strongly 
influenced by fluctuation terms and namely the three-dimen
sional effects. This fact is generally ignored in the through-
flow computations. 

Furthermore, we have found from the numerical computa
tion that the blade shear stress terms as well as the averaged 
shear stress terms are negligible almost everywhere except in 
the endwall region, although T may reach high local values. 
The shear stresses have then an indirect effect on the mo
mentum balance through the dissipation of the fluctuation 
terms. This is particularly obvious after the trailing edge, 
although this effect should occur all over the blade passage. 
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The Influence of Load Distribution 
on Secondary Flow in Straight 
Turbine Cascades 
This paper describes an experimental study of the three-dimensional flow within 
two highly loaded turbine cascades subjected to the same overall load but different 
load distributions. Data were obtained using pneumatic probes, pressure tappings, 
and a surface flow visualization technique. It is found that the general nature of 
the flow is similar for both cascades. In the exit plane the cascades show different 
spanwise loss distributions. However, the averaged secondary loss is quite similar 
in this plane. Examining the measurements farther downstream and also by com
paring the calculated mixed-out values, it becomes clear that a higher magnitude of 
secondary loss is generated by the front-loaded cascade. 

Introduction 
Modern axial turbines operate with a high level of efficiency. 

In order to achieve a further improvement the design engineer 
has to aim at a reduction of the profile losses as well as of the 
secondary losses, e.g., by endwall contouring or three-dimen
sional design of the airfoils. The design of turbines with re
duced secondary losses requires a detailed knowledge of the 
various secondary flow phenomena and the attributable losses. 
Therefore in recent years detailed studies of flow have been 
carried out with the objective to evaluate the influence of 
various parameters like Mach number (Perdichizzi, 1990), 
Reynolds number (Hodson and Dominy, 1987a, b), blade-
loading (Yamamoto and Nouse, 1988), aspect ratio (Watzla-
wick, 1992), and inlet boundary layer thickness (Chen and 
Dixon, 1986) on the nature of secondary flow and the mech
anism of loss production. Another important parameter that 
has not been studied sufficiently yet is the load distribution. 
Only a few publications, e.g., Marchal (1980) have been pub
lished dealing with cascades of the same deflection but different 
profiles. Marchal investigated two turbine cascades of the same 
aerodynamic loading but different load distributions. He did 
not find an effect on the secondary losses. He explains this 
unexpected result by means of a quality factor Q, which de
scribes the influence of different load distributions, For the 
investigated cascades this quality factor was equal. Therefore 
no influence could be determined. 

If it is possible to reduce the magnitude of secondary losses 
by an optimized load distribution, that will be a relative simple 
optimization process in contrast to a three-dimensional design 
of the airfoils. However, the design engineer needs some cri
teria to choose the profile velocity distribution with respect to 
low secondary losses. The main goal of the research project 

in the scope of which the presented investigations have been 
performed is to acquire these criteria. 

In order to answer the following questions, two highly loaded 
turbine cascades subjected to the same overall load but dif
ferent load distributions have been studied: 

Are the overall secondary losses affected by the load dis
tribution? 
How does the development of the secondary flow field be
have when subjected to different load distributions? 
Which significant loss mechanisms can be found? 
How are the spanwise loss and angle distributions influenced 
by the load distribution? 

Contributed by the International Gas Turbine Institute and presented at the 
38th International Gas Turbine and Aeroengine Congress and Exposition, Cin
cinnati, Ohio, May 24-27, 1993. Manuscript received at ASME Headquarters 
February 19, 1993. Paper No. 93-GT-86. Associate Technical Editor: H. Lukas. 

Experimental Details 
The experiments described in this report were conducted in 

the High-Speed Cascade Wind Tunnel of the German Armed 
Forces University/Munich. It consists of an open-loop test 
facility with an open test section. The whole wind tunnel is 
installed in a cylindrical pressure tank. By evacuating the tank 
partly, Mach number and Reynolds number of the flow can 
be varied independently (see Sturm and Fottner, 1985). 

To investigate the influence of profile pressure distribution 
on secondary flows, two highly loaded low-pressure turbine 
cascades were selected, which were designed for the same over
all load but different load distributions. The objective of the 
design of T104 was to obtain a profile pressure distribution 
that prevents any deceleration region (see Hoheisel et al., 1987). 
It could be achieved by a strong acceleration in the front part 
of the suction side incorporating a small amount of deceler
ation in the rear part. Thus, the velocity distribution along the 
pressure side is a result of the required aerodynamic loading. 
According to this specification a front-loaded cascade was 
designed. The requirement for the T106 was to maintain the 
laminar boundary layer on the suction side as far downstream 
as possible by a long acceleration part. Therefore the T106 
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Fig. 1 Cascade geometries and measuring planes 

cascade is aft-loaded. The associated profile shapes and cas
cade geometries are shown in Fig. 1. The radii of the leading 
edges and the trailing edges of both cascades are identical. 

Cascades consisting of seven blades were taken for the re
spective tests. The large aspect ratio of 3.0 (/ = 100 mm, h 
= 300 mm) ensured that there was no direct interference be
tween the secondary flow fields of the two ends of a blade. 
The cascades were instrumented with static pressure tappings 
along the midspan section of the blade profiles (51 tappings) 
and with 108 tappings at the endwall. The static pressure at 
the inlet of the cascades and the upstream boundary layer 
profile were measured about one axial chord length upstream 
of the leading edge plane. A conventional pitot probe was 
placed 500 mm upstream of the cascade inlet plane, close to 
the channel center line. The total temperature was measured 
using resistance thermometers in the settling chamber. With 
the assumption of an adiabatic flow, this temperature corre
sponded to the total temperature in the test section. 

For the flow field traverses a five-hole spherical probe was 
used (head diameter 2.6 mm). A flattened pitot (0.6 mmx 1.2 
mm, overall) was used to traverse the upstream boundary layer. 

The facility is equipped with a computer-controlled data 
acquisition system. Probe movement can be achieved using 
three linear and one angular traverse mechanisms. The pres-

0.70 -

0.60 

A T104 (fl) 

O T106 (al) 
midspan 
endwall 

0,80 , . 1.00 

Fig. 2 Profile pressure distributions 

sures of the five-hole probe are measured by differential pres
sure transducers of different ranges. A Scanivalve system is 
available for pressure distribution measurements. 

Oil-and-dye surface flow pattern were obtained using a mix
ture of oil, turpentine, and a fluorescent powder, which was 
photographed under the illumination of ultraviolet light. Be
cause of the wide range of wall shear stresses that occurred 
within the cascades it was quite difficult to find the optimal 
mixture in order to show all flow patterns. 

All of the tests described in this report were conducted at 
the design conditions of the both cascades, i.e., an exit Mach 
number of M2,i, = 0.59 and an exit Reynolds number of Re2,/, 
= 5* 105. For these values the degree of turbulence at the 
cascade inlet plane was about 4 percent (Romer, 1990) simu
lated by a turbulence grid, which was installed in front of the 
nozzle of the wind tunnel. 

Results and Discussion 

Profile Pressure Distribution. The measured midspan pro
file pressure distributions of the two turbine cascades are pre
sented in Fig. 2. 

al 

f l l 

aft-loaded x, u, z = axial, circumferen
fl = front-loaded tial, and span wise P = density, kg/m3 

H12 = shape factor = 8* / coordinate, m 
8** w = flow velocity, m/s Subscripts 

h = blade height, m P = circumferential flow ax = axial 
I = blade chord, m angle, deg fs = free stream 

M = Mach number fis = stagger angle, deg g = total value; mass-av
PS = pressure side A/3 = deviation from mid- eraged in circumfer

P = static pressure, Pa span flow angle = ential and spanwise 
Pt = total pressure, Pa Pm,Ms-P> deg direction 

Re = Reynolds number 7 = radial flow angle, MS = midspan 
Q = dynamic pressure, deg m = pitchwise mass-aver

Pa A = interval of contour aged 
s = distance across plots P = profile 

blade passage, m 8 = boundary layer S = secondary 
SS = suction side thickness t = total 

SI, S2, S3, S4 = separation lines 8* = displacement thick th = isentropic 
SKE = Secondary Kinetic ness 1 = inlet value 

Energy = (pg/ 
2*wSlg* *2)/qm 

8** = momentum thick
ness 

2 = downstream mixed-
out value 

T, = total temperature, K r = loss coefficient = oo = mean value (between 
t = blade pitch, m (Pt\ -Pt)/qim inlet and outlet) 
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Fig. 3 Inlet boundary layers 

As mentioned above the characteristic of the T104 is front-
loaded (ft) compared with that of the T106, which is aft-loaded 
(a/). The T104 reaches the minimum value of p/pn already at 
x/lax =0.45 followed by a slight deceleration to the exit value. 
For the T106 cascade the minimum suction side pressure doesn't 
occur untilx/lax = 0.68. The following deceleration is stronger. 
Due to the higher positive pressure gradient on the rear part 
of the suction surface, there is a weak separation bubble hardly 
visible in the pressure distribution but in the suction surface 
visualization. 

As mentioned in the introduction Marchal (1980) proposed 
a quality factor Q, which allows a qualitative evaluation of 
the effect of blade design on secondary losses: 

2 = (Apmax/<7oo*/^A)1-25*(l -xmin/lax) 

The first term takes into account the maximum pressure 
difference across the blade passage, divided by the correspond
ing distance between pressure and suction sides nondimen-
sionalized by the mean kinetic energy (q„) of the main flow. 
The second term assesses the axial load distribution evaluated 
by the distance (xmin) of the minimum suction side pressure 
from the leading edge plane. The interesting values of the 
investigated cascades are given in Table 1. 

The maximum pressure gradients are almost equal. Due to 
the position of the minimum suction side pressure at x/lax = 
0.45 the front-loaded cascade T104 shows a higher value of 
Q. Therefore higher secondary losses are expected. 

Inlet Boundary Layer. Figure 3 shows two almost identical 
velocity profiles of the incoming boundary layers for the tur
bine cascades at design condition. This agreement is not sur
prising because the inlet conditions of both cascades are 
identical and the traverses were carried out about one chord 
length upstream of the cascades where the potential influence 
of the cascades is negligible. All boundary layer parameters 
have been determined using the incompressible form of the 

appropriate expressions. This is sufficient with respect to the 
low inlet Mach number Mj < 0.3. The shape factor Hl2 shows 
that the boundary layers are turbulent. The displacement thick
ness-chord ratio (6*//) of 0.025 is somewhat high because the 
natural boundary layer of the wind tunnel was used. However, 
this value is still close to results from a model turbine (Hunter, 
1982). 

Surface Flow Visualization. Oil-and-dye pictures are a use
ful tool in order to obtain a lot of information about the flow 
characteristics. But it must be taken into account that these 
flow patterns only provide information about the near surface 
flow. Therefore, regarding the main body of the flow, the 
conclusions drawn have to be supported by other measure
ments (flow field traverses, pressure distributions). 

The endwall flow visualizations combined with the measured 
endwall pressure distributions are shown in Fig. 4. In order to 
support the discussion of the flow patterns, a schematic inter
pretation of those is drawn into the endwall pressure distri
butions (dashed). For both cascades the characteristics of a 
significant secondary vortex system are visible (see Sieverding, 
1985). The "liftoff" line of the upstream boundary layer ahead 
of the horseshoe vortex with its two legs Sip and Sis is clearly 
recognizable as well as the two branches of the separation line 
of the horseshoe vortex S2p and S2s. The axial extent of the 
front yard limited by the separation line SI in the case of the 
front-loaded cascade T104 is larger than that of the T106 (al). 
The suction side legs of the separation lines (Sis, S2s) join 
each other before they intersect the suction side at x/lax = 0.21 
(T104). For the T106 (al) the separation line S2s doesn't in
tersect the suction surface until x/lax = 0.24. The stagnant 
separation bubble between the separation lines Sip and S2p 
is wider on the T104 (//). The streamlines in this region as well 
as downstream of the separation line Sip are generally per
pendicular to the isobars. Because of the strong deflection in 
the T104 cascade just downstream of the leading edge plane, 
combined with a concentration of the axial circulation distri
bution in this region, the upstream potential influence of the 
T104 cascade is stronger. Therefore the separation of the end-
wall boundary layer occurs farther upstream. Also the evo
lution of the suction separation lines Sis and S2s is dictated 
by the stronger transverse pressure gradient downstream of 
the leading edge plane especially near the suction side. This 
causes the earlier intersection of the separation lines with the 
suction side. The aforementioned separation bubble between 
the line Sip and S2p affects the endwall pressure distribution, 
too. The pressure gradient in the mean flow direction in this 
region is almost zero. Behind the separation line S2p a break 
occurs in the slope of the isobars. Downstream of the inter
section point of the Sip with suction surface (T104: x/lax = 
0.28; T106: x/lax - 0.35) the formation of a separation line 
S3 indicates the development of a suction corner vortex. The 
striking feature of the endwall pressure distributions is that 
the pressure minimum appears in the region of the throat (x/ 
Iax « 0.65) for both cascades. That is remarkable because the 
midspan profile pressure distributions (see Fig. 2) show that 
the T104 is quite front-loaded in contrast to the T106. This 
difference seems to be weaker at the endwall. In order to check 
this the endwall pressure tappings closest to the profiles were 
used to determine the endwall profile pressure distributions. 
In addition to the values at midspan, these endwall distribu
tions are plotted in Fig. 2. Obviously both cascades become 
unloaded up to x/lax = 0.6 caused by the endwall flow as 
mentioned by Langston et al. (1976), too. The pressure side 
distributions are hardly changed. However, the most important 
aspect is that the distribution of the T104 loses its front-loaded 
character. At the endwall the maximum pressure difference 
across the blade passage doesn't occur until x/lax = 0.6. 

On the suction surface (see Fig. 5) the separation line of the 
suction side leg of the horseshoe vortex migrates beside the 
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Fig. 4 Endwall flow visualizations compared 

separation line of the passage vortex S4 to the exit plane. An 
important feature to note is the larger depth of penetration 
into the mean flow of the limiting streamlines for the front-
loaded T104 (T104: S4 z/h = 0.385, 52s z/h = 0.34; T106: 
SAz/h = 0A,S2sz/h = 0.36). This larger depth of penetration 
indicates a stronger passage vortex (see Sharma and Graziani, 
1983). Between the separation line S2s and S4 less dye is re
moved. That is an indication for a high-loss core. As mentioned 
above a weak separation bubble is visible on the suction surface 
of the T106. It seems that this bubble has no significant effect 
on the evolution of the three-dimensional flow. 

Traverse Results. The results of the five-hole probe trav
erses in the first measuring plane at x/lax = 0.8 are plotted in 
Fig. 6, in the form of loss coefficient contours (f), secondary 
velocity vectors, and isoclinics for the circumferential flow 
angle 0 and the radial flow angle 7. Applying the isoclinal 
method of Binder and Romey (1983) the location of the sec
ondary vortices can be identified by means of the flow angles 
(3 and 7. In the present analysis for straight cascades, secondary 
flow is defined as the deviation from flow at midspan. There
fore the pitchwise local flow directions at midspan were used 
to determine the secondary flow vectors at other spans; sec
ondary flow vectors were calculated in the following: flows at 
other spans were projected onto a plane normal to the flow 
direction at midspan, which is located at the same pitchwise 
location as the calculated points (see Marchal and Sieverding, 
1977). Due to the minimal distance from the walls of about 5 
mm, which is necessary with respect to the five-hole probe, it 
was not possible to determine the profile boundary layers and 

with endwall pressure distribution measurements 

the new endwall boundary layer. The locations of the limiting 
streamlines (Fig. 5) are marked in the loss contours. The non-
dimensional coordinate z/h = 0.0 corresponds with midspan; 
z/h = 0.5 corresponds with the endwall. The measuring planes 
were parallel to the cascade exit planes (see Fig. 1). 

At x/lax = 0.8 the inlet boundary layer has already rolled 
up and has been transported into the suction side endwall 
corner. In addition, the high loss fluid in the pressure side 
endwall corner has been replaced by fluid from the free stream. 
That is why a low loss region develops there. Both cascades 
show two loss cores in this plane. The first, located between 
the separation lines S2s and 54 close to the suction surface, 
belongs to a three-dimensional separation. This separation is 
a result of the interaction of the passage vortex and the suction 
side leg of the horseshoe vortex. The second peak is separated 
from the suction side and the endwall and is more clearly 
developed in the T104 (//) cascade. Also the radial extent of 
the endwall loss region is larger for the T104 cascade. 

These layers of the upstream boundary layer, which are 
closest to the endwall and which contain the highest losses, 
roll up into the horseshoe vortex. The suction side leg is de
flected by the traverse pressure gradient to the suction surface 
(see Figs. 4 and 5) and migrates beside the passage vortex along 
the suction surface toward the trailing edge. Therefore, there 
is a loss core between 52s and 54 on the suction surface. The 
pressure side leg of the horseshoe vortex transports a part of 
the low-momentum fluid across the blade passage into the core 
of the developing passage vortex and initiates the second loss 
core. 

The secondary velocity field is dominated by the passage 
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vortex. Also, the isoclinics do not show any other vortex. served by Hodson and Dominy (1987a, b) and Marchal and 
However, as a result of a simple experiment with a filament Sieverding (1977). Due to its small spatial extent it was im-
probe, it is known that the suction leg of the horseshoe vortex possible to detect it by the five-hole probe. For the T104 (//) 
follows the suction surface beside the passage vortex as ob- cascade the core of the passage vortex (z/h = 0.45; u/t = 
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0.16) coincides with the second loss peak. That is not true for 
theT106 (al) (vortexcore: z/h = 0.45; u/t = 0.16). Comparing 
the secondary velocity distributions and the isoclinic distri
butions, it is obvious that the passage vortex is stronger within 
the front-loaded T104 cascade. Up to z/h = 0.35 the flow is 
two-dimensional for both cascades in this measuring plane. 

The spanwise extent of the endwall loss region has increased 
in the second measuring plane, just downstream of the trailing 
edge (x/lax = 1.06, see Fig. 7). Again a high loss region between 
the separation lines S2s and S4 is visible. For the T104(/7) this 
region shows a further penetration into the bulk flow than in 
the case of the T106 (al). This is an effect of the stronger 
passage vortex. A second loss core is exhibited by the T104, 
which coincides with the core of the passage vortex in contrast 
to the T106 {al). In the suction side endwall corner a third 
loss core appears that belongs to the corner vortex. The sep
aration line S3 has already been mentioned during the discus
sion of the endwall flow visualizations (Fig. 4). Again this loss 
core is more significant for the front-loaded cascade T104 (//). 
Probably, the starting point of the corner vortex further up
stream (T104) is the reason for the different sizes of these loss 
cores. The old endwall boundary layer has been totally rolled 
up and has been engulfed by the passage vortex in the cascade 
exit plane. Again, due to this evolution the losses decrease, 
close to the endwall. As an effect of the flow toward the endwall 
near the pressure side, which is induced by the vortical motion 
of the passage vortex, the pressure side profile boundary layer 
has been thickened in the corner. The secondary velocity field 
is dominated by the passage vortex. The suction side leg of 
the horseshoe vortex cannot be identified. The examination of 
the secondary vector distributions and the isoclinics distribu
tions yields again a stronger passage vortex for the front-loaded 
T104 cascade. The core of the passage vortex has moved away 
from the endwall. It is transported by its own induced flow 
field toward midspan. The highest values of secondary veloc
ities occur in the region of the separation line S4. For the T104 
(fl) these velocities reach 35 percent of the magnitude of the 
midspan exit velocity compared to 25 percent just beyond the 
exit plane of the T106 (al). Maybe these high secondary ve
locities are a indication for the interaction of the passage vortex 
and the counterrotating suction side leg of the horseshoe vor

tex. The isoclinics of the circumferential flow angle show a 
typical distribution of a RANKINE vortex (see Niehuis et al., 
1989). 

The last measuring plane (x/lax = 1.5; Fig. 8) shows a typical 
"bone shape" for the loss contours, which can be generally 
observed downstream of highly loaded turbine cascades. The 
wake has decayed and becomes distorted by the vortical mo
tion. Up to z/h = 0.28 the wake is two dimensional. Thus the 
endwall losses have been transported farther toward midspan. 
For the loss distribution of the T104 (fl) a "double-peak" 
occurs. The core of the passage vortex coincides with the weaker 
one. The T106 (al) again shows only one peak. The accu
mulation of low-momentum fluid close to the endwall be
longing to the loss core in the suction side endwall corner is 
more significant for the T104 (fl). The secondary velocity fields 
are almost similar in this measuring plane. The passage vortex 
is the main feature for both cascades. Its core is located at z/ 
h = 0.42. Supported by the isoclinic distributions a second, 
counterrotating vortex can be detected close to the passage 
vortex at z/h = 0.38. Very probably, it is the trailing shed 
vorticity, which has rolled up to a discrete vortex. The rolling 
up is initiated by the suction side leg of the horseshoe vortex, 
which has the same sense of rotation. Resulting from the in
teraction of these two vortices, secondary vorticities are in
duced with about 25 percent of the magnitude of the free-
stream exit velocity. Examining the circumferential isoclinics, 
it is conspicuous that on the one hand the values of overturning 
decrease, and on the other hand the values of underturning 
increase. The rise of the underturning is caused by the rolling 
up of the trailing shed vorticity to a discrete vortex, which 
enhances the underturning effect of the passage vortex. Wall 
friction and the action of the counterrotating corner vortex 
are responsible for the decrease of overturning close to the 
endwall. 

Pitchwise Mass-Averaged Results. The variations across 
the span of the pitchwise mass-averaged loss coefficient %m and 
the mass-averaged circumferential flow angle /8m are plotted 
in Figs. 9 and 10. At x/lax = 0.80 the inlet boundary has 
already rolled up for both cascades. Therefore there is a loss 
peak separated from the endwall at z/h = 0.46. This loss peak 
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belongs to the high loss core in the region of the passage vortex 
in Fig. 6. The rise of the endwall losses starts at z/h - 0.38. 
This position corresponds with the beginning of the loss ac
cumulation between $2s and S4 (Fig. 6). Just beyond the trail
ing edge x/lax = 1.06'the front-loaded cascade T104 shows a 
higher profile loss than the T106 (al) as mentioned earlier by 
Hoheisel et al. (1987). The rise of the endwall losses starts at 
z/h = 0.30. The spanwise extent has increased. In this meas
uring plane there is a qualitative difference in the spanwise 
loss distributions of the two investigated cascades. For the 
T106 (al) an absolute maximum appears at z/h = 0.4. It is 
formed by the low-momentum fluid between S2s and S4 (Fig. 
7). From this peak the losses drop continuously up to the 
endwall. The new endwall boundary layer is still very thin and 
could not be determined. For the T104 (fl) only a loss plateau 
has been generated at z/h = 0.4. The absolute loss maximum 
occurs closer to the endwall at z/h = 0.45. It belongs to the 

loss peak in the core of the passage vortex (Fig. 7). As men
tioned above, it is thought that the horseshoe vortex plays an 
important role with respect to the distribution of the low-
momentum fluid of the inlet boundary layer within the blade 
passage. Maybe, these different distributions of this low-energy 
material between suction side legs and pressure side legs of the 
horseshoe vortices between the two cascades are responsible 
for the different spanwise loss distributions in this plane. The 
suction side front yard of the T104 cascade is less developed 
(see Fig. 4). The separation lines 51* and S2s intersect earlier 
with suction surface than for the T106 (al). The pressure field 
of the T104 (fl) deflects the main part of the upstream bound
ary layer fluid toward the pressure side. It is engulfed by the 
pressure side leg of the horseshoe vortex. This material is 
transported in the core of the passage vortex. Therefore already 
at x/lax = 0.8 a significant loss core exists for the T104 (Fig. 
6). In the case of the T106 (aI) a bigger part of the low-
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momentum fluid is shifted to the suction surface. That is why 
the suction side leg of the horseshoe vortex is stronger and the 
pressure side leg weaker within the T106 cascade. Farther 
downstream at x/lax = 1.50 these differences have mixed out. 
Again the spanwise loss distributions are similar. To a great 
extent the distribution of the T104 (fl) is just moved up by 
the difference of the profile losses. That is not true between 
the loss peak at z/h = 0.36 and the local minimum at z/h = 
0.44. The decrease of the losses is less significant for the T104. 
The value of the local minimum is higher than for the T106 
(al). This is a result of the higher losses of the stronger passage 
vortex within the front-loaded cascade. Close to the endwall 
the losses grow again because of the low-momentum fluid 
coming out of the suction side endwall corner and the increas
ing new endwall boundary layer. 

Figure 10 shows the deviation of the circumferential flow 
angle as an result of the vortical motion. At x/lax = 0.8 both 
cascades have already done the same deflection. Nevertheless, 
a stronger passage vortex is indicated by the higher magnitudes 
of overturning (A/3 < 0) and underturning (A/3 > 0) for the 
T104 (fl) cascade. Farther downstream the overturning has 
dropped due to the wall friction and the influence of the corner 
vortex. The underturning shows a slight increase. It is re
markable that at x/lax = 1.06 the angle distributions show a 
qualitative difference, too. In the distribution of the T106 (al) 
a second point of inflection appears at z/h = 0.38. Probably, 
this difference is caused by a stronger suction side leg of the 
horseshoe vortex as mentioned above. At x/lax = 1.50 almost 
identical angle distributions occur for both cascades. Near the 
endwall, the separated minimum of A/3 indicates a stronger 
corner vortex for the T104. The underturning has increased 
significantly for both cascades. That is a result of the rolling 
up of the trailing shed vorticity. For the T106 (al) the stronger 
suction side leg of the horseshoe vortex has caused a more 
significant increase of the underturning downstream of the 
cascade. 

Overall Pressure Loss. Figure 11 presents the evolution of 
the overall total pressure losses and secondary losses. Sub
tracting the profile loss and the loss of the upstream boundary 
layer from the total loss, the secondary loss can be obtained. 
Due to the large aspect ratio of 3.0 it can be assumed that the 
evolution of the profile boundary layers at midspan is not 
influenced by the endwall flow. Employing the conservation 
equations for mass, momentum, and energy (see Scholz, 1955) 
mixed-out values have been calculated for the last measuring 
plane (Table 1). It has to be taken into account that not all 
values include the endwall boundary layer, so these results 
represent what is happening to the bulk flow, rather than giving 
the true loss at each plane. 

Fromx//ax = 0 .80tox/ /„ = 1.06 the total loss rises sharply. 
At the second measuring plane, just downstream of the trailing 
edge, the losses of the profile boundary layer could be collected 
including the trailing edge losses (wake). Some caution should 
be exercised for the values of this plane because the data points 
were not sufficiently close within the blade wake to give a good 
definition. Therefore in this plane there is still some uncertainty 
with respect to the magnitude of the profile losses, which 
affects the calculated secondary losses, too. Nevertheless, it is 
conspicuous that the secondary loss in the case of the T104 
(fl) cascade grows continuously whereas there is a sharp in
crease for the T106 (al). Probably this differing evolution 
depends on the long acceleration within the blade passage of 
the aft-loaded cascade T106 in contrast to the T104. Langston 
et al. (1976) and Marchal and Sieverding (1977) have mentioned 
earlier for a highly loaded turbine cascade that a significant 
rise of the secondary losses appears not until the throat. The 
steeper increase of the total losses and the secondary losses 
downstream of the cascade T104 (fl) is a result of the decay 
of the stronger passage vortex. The dissipation of this stronger 
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passage vortex results in a secondary loss coefficient (mixed-
out), which is 25 percent higher than that of the T106 (al). 
This statement is confirmed by the higher magnitude of the 
Secondary Kinetic Energy, which drops remarkably down
stream of the exit plane of the T104. 

The difference between the mixed-out value of the secondary 
loss and the mass-averaged value at x/lax = 1 . 5 0 makes clear 
that the mixing loss attributable to the three dimensionality of 
the flow is generated essentially by the dissipation of SKE. 
Although the mixing loss of the blade wake (t;Pi2 - £» has a 
similar magnitude as the mixing loss of the secondary flow 
(fs,2 - fs) the mixing losses related to the averaged values at 
x/lax = 1.50 (Table 2) show that the mixing process plays a 
more important role for the magnitude of the secondary loss 
than for the profile loss. 

Conclusion 

The development of the secondary flow field in two highly 
loaded turbine cascades has been investigated with a focus on 
the influence of the different load distributions. Detailed meas
urements were carried out using various measurement tech
niques. It is shown that the general nature of the flow is very 
similar for both cascades. The following results should be 
pointed out: 

1 In both cascades the passage vortex dominates the sec
ondary flow field. In addition a corner vortex occurs and a 
more or less developed suction side leg of the horseshoe vortex 
is detectable. 
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Table 2 Mixed-out values 

x/1 = 1.50 
' ax 

T104 (fl) T106 (al) 

*P,2"*P 

SKE 

(fp -̂CpVCp 

(fS,2-fS)/
fS 

.0063 

.0027 

.0036 

.0027 

.19 

.45 

.0050 

.0020 

.0030 

.0020 

.10 

.48 

2 Close to the end wall, both cascades become strongly 
unloaded as a result of the secondary flows. That leads to a 
remarkable change of the character of the endwall profile 
pressure distribution within the T104 (fl) cascade. At the end-
wall the pressure distribution becomes more rear-loaded. 

3 Just beyond the cascade exit plane the spanwise distri
butions of loss coefficient and circumferential flow angle show 
different features for the two cascades. However, the overall 
secondary loss coefficient is nearly equal. Further downstream 
the differences in spanwise distribution disappear due to mixing 
processes. 

4 The front-loaded T104 cascade exhibits the stronger pas
sage vortex. The dissipation of the kinetic energy accumulated 
in the vortical motion of this stronger vortex is responsible for 
the higher magnitude of the secondary loss in the case of the 
T104. 

The strong flow deflection, which starts just downstream of 
the cascade inlet plane of the T104 (fl), generates strong trans
verse pressure gradients. These pressure gradients react on a 
relatively undisturbed thick boundary layer with high velocity 
gradients. In the blade passage of the aft-loaded cascade T106 
the peak pressure gradient does not occur until the throat, 
where it reacts on a very thin new boundary layer. That is why 
the T104 generates a stronger vortex combined with higher 
losses. 
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Osborne Reynolds: Energy 
Methods in Transition and 
Loss Production: A Centennial 
Perspective 
Osborne Reynolds' developments of the concepts of Reynolds averaging, turbulence 
stresses, and equations for mean kinetic energy and turbulence energy are viewed in the 
light of 100 years of subsequent flow research. Attempts to use the Reynolds 
energy-balance method to calculate the lower critical Reynolds number for pipe and 
channel flows are reviewed. The modern use of turbulence-energy methods for boundary 
layer transition modeling is discussed, and a current European Working Group effort to 
evaluate and develop such methods is described. The possibility of applying these 
methods to calculate transition in pipe, channel, and sink flows is demonstrated using a 
one-equation, q-L, turbulence model. Recent work using the equation for the kinetic 
energy of mean motion to gain understanding of loss production mechanisms in 
three-dimensional turbulent flows is also discussed. 

Introduction 
This year we celebrate the centenary of Osborne Reynolds' 

presentation of the first paper on turbulence stresses and 
turbulence energy (1894/95). Reynolds had earlier shown 
that the critical Reynolds number for transition from laminar 
to turbulent flow in pipes of circular section was between 
1900 and 2000 (1883). His object then was to show that this 
transition criterion follows from the equations of motion. In 
his attempt he established the foundations of modern turbu
lence modeling. He effectively showed the modelers which 
equations to develop and solve, and the experimentalists 
which flow properties to measure. For example, he focused 
on the turbulence-energy equation in a manner similar to 
that of many current transition studies; and he modeled the 
exchange of energy between mean motion and turbulent 
motion and the dissipation of turbulent fluctuations in ways 
that are currently used in the study of loss production in 
turbulent flows. Choosing these examples from the many 
possible, this paper intends to illustrate the extent of 
Reynolds' influence on flow research. 

Reynolds' Equations 
Reynolds considered incompressible turbulent flow with 

density, p. Writing the velocity components in terms of mean 
and fluctuating velocities, 

Contributed by the International Gas Turbine Institute and presented 
at the 39th International Gas Turbine and Aeroengine Congress and 
Exposition, The Hague, The Netherlands, June 13-16, 1994. Manuscript 
received at the International Gas Turbine Institute February 25, 1994. 
Paper No. 94-GT-225. Associate Technical Editor: E. M. Greitzer. 

u = u + u', v = v + v', and w = w + w', 
he performed Reynolds averaging of the momentum equa
tions and showed that these contained additional Reynolds 
stresses of the form -pu'u', —pu'v', —pu'w', etc., etc. He 
then derived equations for the kinetic energy of the mean 
motion, E = p{u2 + v2 + w2)/2, and the kinetic energy of 

the turbulence, E'= p(u'2 + v'2 + w'2)/2. These are shown 
in Figs. 1 and 2 in the form Reynolds used, but corrected for 
"typographical" errors. The terms pxx, p'xx, etc., are the 
mean and fluctuating stresses due to pressure and viscosity. 

Reynolds noticed that the last terms on the right of each 
of the equations, in Figs. 1 and 2, were identical in form and 
opposite in sign. He concluded that they represent the total 
exchange of energy between the kinetic energy of the mean 
motion and the kinetic energy of the turbulence. We now 
recognize these terms as the turbulence production terms, 
-pUjUjdUi/'dXj, and we speak of them as representing the 
work of deformation of the mean motion by the turbulence, 
or Reynolds, stresses (Hinze, 1975). 

Reynolds' Energy Method for Transition Modeling. To 
explain transition in pipe or channel flow, Reynolds' ap
proach was then to determine the condition under which 
turbulence energy could be sustained. Using the turbulence-
energy equation, Fig. 2, he considered a control volume for 
which the turbulent diffusion of turbulence energy, repre
sented by the first term on the right-hand side, would inte
grate to zero. His criterion for transition was then that, 
integrating over the pipe or channel volume, turbulence 
production equaled turbulence dissipation, as shown in 
Fig. 3. 
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Fig. 1 The "equation of energy of mean-mean-motion," Reynolds (1895) 

Reynolds considered flow driven by a pressure gradient 
between parallel walls, a distance h apart. He choose an 
analytical function for a small disturbance superimposed on a 
laminar viscous flow and evaluated the two terms on the 
right-hand side of the equation in Fig. 3. The result was a 
critical Reynolds number, pUmh/p = 517. This is apprecia
bly lower than the experimental values of approximately 1300 
obtained later by Davies and White (1928) and Patel and 
Head (1969). 

Reynolds' result is similar to that obtained soon afterward 
by Lorentz (1897/1907) using the same energy-balance 
method. Lorentz considered Couette flow and calculated a 
critical value for U0h/v= 288, which is considerably lower 
than the value of 1900 measured by Couette (1890). 

Discussions of the Energy-Balance Method. The energy-
balance method is the subject of excellent discussions by 
Horace Lamb (1932) a former student of Reynolds, Prandtl 
(1934), and Hinze (1975). The main criticism is that the 
assumed disturbances of Reynolds and Lorentz were only 
made to satisfy the continuity equation. The question of 
whether the disturbances were solutions of the Navier-Stokes 
equations and were hydrodynamically possible was not con
sidered. 

Also, a fundamental question is whether it is correct to 
start from the integrated form of the energy equation, Fig. 3. 
If the study of transition should start with local flow instabili
ties such as Tollmien-Schlichting waves (Schlichting, 1979) 
and proceed through the modeling of turbulent spots (Em-

Nomenclature 

CP 

E,E' 

A = area of measuring plane, area of integration 
c = blade axial chord 

cf = skin friction coefficient 
total pressure loss coefficient 

(Reynolds) kinetic energy of the mean mo
tion and turbulence 

Flu = turbulent viscosity reduction factor for tran
sitional flow 

h = channel height 
H = shape factor 
k = turbulence kinetic energy = «,w,/2 
K = acceleration parameter 
L = mixing length 

Lfre = free-stream mixing length 
N = normalization constant in Eq. (3) = 

c/(vnA-PU^ 

P, p = mean and fluctuating static pressure 
Pxx'Pxx - (Reynolds) mean and fluctuating stresses 

due to pressure and viscosity 
Pt = total pressure 
q = magnitude of the fluctuating velocity, q2 = 

UjUf, in q-L turbulence model, q = kx/1 

Re = Reynolds number 
Rlu = turbulent viscosity Reynolds number, Eq. 

(fll4) 
t = time 

Tu = mean turbulence intensity 

U, V, W, or Ui 

V„ 

u,v,w, or w,= (Reynolds: u',u', w') = Cartesian compo
nents of the fluctuating velocity; see Fig. 7 
for cascade flow 
(Reynolds: u, v, w) = Cartesian compo
nents of the mean velocity; see Fig. 7 for 
cascade flow 

= cascade upstream free-stream velocity 
area-averaged velocity normal to measuring 
plane 

x, y, z, or Xj = Cartesian coordinates; see Fig. 7 for cas
cade 

X,Y, Z = cascade coordinates, Fig. 7 
y = distance normal to the wall 
S = boundary layer thickness 

p., px = laminar viscosity 
p, = turbulent viscosity 
v = kinematic viscosity 
p = density 

Overbars 

Subscripts 

= time average 
= mass average 

d = pipe diameter 
h = channel height 
o = upstream of cascade in free stream 
s = start of transition 
/ = total, stagnation 
x = distance along plate 
8 = momentum thickness 
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Fig. 2 "The equation for the mean rate of change in the energy of relative-mean-motion," Reynolds (1895) 

. . . we have, if the energy of 
relative-mean-motion is maintained, 

neither increasing or diminishing, 

'III 
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which is a discriminating equation 
as to the conditions under which 

relative-mean-motion can be sustained. 
Fig. 3 Turbulence production equated to turbulence dissipation, 
Reynolds (1895) 

mons, 1951), or turbulence slugs (Lindgren, 1957) then the 
starting point should be the continuity and momentum equa
tions, supplemented by the general turbulence-energy equa
tion, Fig. 2. 

In his book on boundary layer theory, Schlichting discusses 
the modeling of such local phenomena. Further he comments 
"the energy method . . . did not prove successful; we shall, 
therefore, refrain from considering it in detail" (1979, p. 457). 
Consistent with this, the main body of the book does not 
present the turbulence-energy equation, Fig. 2. But in Chap
ter XIX, Section f, he introduces a modeled form of the 
turbulence energy equation due to Prandtl (1945), and notes 
the work of Glushko (1965) and Beckwith and Bushnell 
(1968) using similar equations. Their calculations of bound
ary layer development on a flat plate included transition 
from laminar to turbulent flow and heralded renewed inter
est and research in energy methods. 

Modern Applications of the Turbulence-Energy Equa
tion 

The starting point for modeling the kinetic energy of 
turbulence in incompressible flows is a development of the 
equation given in Fig. 2. The equation is given by Hinze 
(1975) in the form 

Lit. 
Dt\ 2 
Substantial 
derivative 

dxt '\p 2 
Diffusive transport 

UtU>irt 
Production 

d 
+ v u 

dX: 

dui 

dx. 

du, 

dxt SX: 

du, dUj 

dx, I dX: (1) 

where 

Work by turbulent 
viscous stresses 

2 

Viscous dissipation 

= k 

is the kinetic energy of turbulence per unit mass. 
This equation forms the basis of one-equation and two-

equation turbulence models used extensively in computa
tional fluid dynamics. All the terms on the right-hand side 
are then modeled or manipulated as discussed, for example, 
by Arnal (1984); and much attention is given to the accurate 
modeling of near-wall and low Reynolds number flows as 
discussed by Patel et al. (1985). Throughout this development 
process, empirical data and correlations are used to establish 
the constants and functional forms needed in the models. 

The result of these developments is then a large number of 
similar but different versions of the turbulence-energy equa
tion and other supporting equations that need testing and 
verification. This requires cooperation and effort on a na
tional and international scale. One such effort is being orga
nized for the European Community by ERCOFTAC, a Euro
pean Research Community on Flow, Turbulence and Com
bustion (Hirsch, 1993). A Special Interest Group on Transi-
tion/Re-transition has a project on Transition Modeling for 
Turbomachinery. This Working Group is considering a class 
of flows for which these turbulence-energy models seem 
appropriate. They are transitional boundary layers with high 
free-stream turbulence levels and pressure gradient effects 
such as commonly found in turbomachinery (Mayle, 1991). 
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Fig. 4 ERCOFTAC results for zero-pressure-gradient boundary layer transition with 3 percent free-stream turbulence, 
Savill (1992). • Rolls-Royce data; • direct numerical simulation; 1-12 calculations. 

With high free-stream turbulence levels, the initial stages 
of the natural transition process involving Tollmien-Schlicht-
ing waves are effectively bypassed, hence the term "bypass" 
transition (Morkovin, 1969). Apparently then, turbulence in 
the free stream triggers the production of turbulent spots 
within the boundary layer, and the transition process involves 
production, growth and convection of these spots (Mayle, 
1991). It is this process that the low Reynolds number turbu
lence-energy models are attempting to simulate, albeit in an 
average sense. As Arnal states, it appears that "the transport 
equations can provide fairly good results in such situations" 
(1984). 

The ERCOFTAC Working Group was formed in 1991 and 
at the end of 1992 Savill reported on its progress (1992). 
Results were presented for six test cases with free-stream 
turbulence levels ranging from 1 percent to 6 percent, mostly 
with zero pressure gradient but with one pressure gradient 
representative of an aft-loaded turbine blade. The models 
being evaluated include modified correlation/integral meth
ods, one-equation q-L or k-L models, single or multiscale 
two-equation low-Re k-e models, several Reynolds stress 
transport closure schemes, as well as various subgrid scale 
model large eddy simulations. This largely unfunded effort 
includes contributions from 33 participants, 20 from 9 differ
ent European countries and the rest from the U.S.A., Asia, 
and Australia. 

Typical results for ERCOFTAC test case T3A are pre
sented in Fig. 4. This is a zero pressure gradient, 3 percent 
free-stream turbulence flow. The plot shows skin friction 
coefficient as a function of Reynolds number based on dis
tance along the plate. The Rolls-Royce data are plotted as 
unfilled squares, and superimposed on this are the results of 
eleven calculations, as well as correlations for laminar and 

fully turbulent flow. Most of the predictions use the turbu
lence-energy equation and there appears to be a wide diver
sity of results. Of these turbulence-energy methods, the best 
prediction for this first test case was provided by the Laun-
der-Sharma k-e model (1974). But this is just a preliminary 
conclusion and we await with interest the final conclusions 
when all the results are compared for the proposed 21 
transition test cases. 

Testing Turbulence Models on Pipe, Channel, and Sink 
Flows. A question now arises, are these turbulence models 
also able to solve the problem of calculating the transition 
from fully laminar to fully turbulent pipe or channel flow? To 
indicate how this might be accomplished, the present authors 
have undertaken such an exercise. In the appendix a one-
equation q-L turbulence model is described, which was 
developed to calculate transition in pipes, channels, and 
laminarescent sink flows, as well as transition in flat plate 
boundary layers. This model is similar to those described by 
Arnal (1984) and Patel et al. (1985), but it uses a correlation 
of a turbulence reduction factor, Flu, as a function of a 
layer-averaged turbulent viscosity Reynolds number, Rlu, 
which is similar to that used by McDonald and Fish (1973). 

The exercise is quite straightforward. First, determine 
functions Flu(Rlu) which allow fully developed flow calcula
tions to match the skin friction versus Reynolds number plots 
for pipe and channel flows given by Patel and Head (1969). 
Then use these functions to calculate laminarescent sink flow 
boundary layers1 and compare with the data compiled by 

'Sink flow is the flow that develops in a convergent channel between 
intersecting planes. Even though the flow is accelerating, similar bound
ary layers develop with dimensionless properties that are invariant with 
distance along the channel. 
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Fig. 5 Transition in nondeveloping flows. Data: P— Patel and Head 
(1969); D—Davies and White (1928); S—from Schlichting (1979); 
O—from Launder and Jones (1969). fully laminar and fully 
turbulent calculations; — calculation with q-L turbulence 
model. 

Launder and Jones (1969). Next, choose a function that gives 
reasonable results for all three types of flow. Finally, adjust 
the functional relation at low turbulence Reynolds numbers 
to reproduce the effect of free-stream turbulence on transi
tion Reynolds number for zero-pressure-gradient boundary 
layer flows. McDonald and Fish (1973) and later Wang et al. 
(1985) have presented a plot of measured displacement thick
ness Reynolds number at transition with varying free-stream 
turbulence levels from a wide range of experiments, suitable 
for use in this last step. 

This procedure was followed in developing the model 
described in the appendix. In that case, when the pipe flow 
and channel flow models were compared with the sink flow 
data, both models lay within the scatter of the data for 
momentum thickness Reynolds number as a function of 

acceleration parameter, K. But the shape factor data ap
peared more consistent, and the pipe flow model gave "tran
sition" at too low a value of K, while the channel model gave 
"transition" at too high a value. Overall the sink flows were 
best modeled by a function in between the pipe and channel 
flow models. This function, after modification at low turbu
lence Reynolds numbers, Rlu < 6, is shown in Fig. A3. It 
gave the channel, pipe, and sink flow results shown in Fig. 5. 

In each of the figures in Fig. 5, there are three computed 
lines and a set of data points. One of the limiting lines is for 
fully laminar flow, Ftu = 0, while the other limiting line is for 
fully turbulent flow, F,u = 1. In between these lines are the 
lines showing the calculated transition from fully laminar to 
fully turbulent pipe and channel flows, and the calculated 
sink flows. For the channel flow, the transitional flow results 
follow the laminar curve up to a Reynolds number, ReA, of 
1600. This value for the lower critical Reynolds number may 
be compared with the approximate value of 1300 measured 
by Patel and Head (1969). This agreement is quite good and 
the shape of the transition curve is also in reasonable agree
ment with the measurements. But the agreement with pipe 
data is not as good. The calculated lower critical Reynolds 
number, Rerf, is 1300 compared with the value of about 2000 
quoted by Patel and Head, while the data show a steeper rise 
in skin friction than the calculations. The rise in the shape 
factor H, however, for the laminarescent sink flows at an 
acceleration parameter K of around 3.0 X 10~6, is well mod
eled. So overall, for these three types of nondeveloping flow, 
one fairly simple one-equation turbulence model does rea
sonably well at modeling them all. 

Tests on Boundary Layer Transition. Three test cases for 
transition in flat plate boundary layers were chosen from the 
data and correlations presented by Abu-Ghannam and Shaw 
(1980). These zero-pressure-gradient cases were selected to 
have low, medium, and high free-stream turbulence levels of 
0.03, 1.25, and 4.8 percent, respectively. They provide the 
final tests for the exercise. 

The data of Schubauer and Klebanoff (1955) give a case 
with very low free-stream turbulence, Tu = 0.03 percent, well 
below the usual lower limit of about 1 percent considered by 
turbulence-energy equation modellers. At this low level, the 
free-stream turbulence is relatively unchanged along the 
plate. The transition Reynolds numbers are quite high, Ree s 

= 1230 and_ R e ^ = 2.4 X 106. The case with a turbulence 
intensity, Tu= 1.25 percent, is typical of that found in many 
low-speed wind tunnels, and so the transition Reynolds num
ber Rexs = 4.5 X 105 is also typical. The free-stream turbu
lence intensity actually varies between about 1.5 percent at 
the leading edge of the plate and 0.9 percent at the end of 
transition. There are no corresponding plots for a high-turbu
lence test case presented by Abu-Ghannam and Shaw. So we 
constructed a case using their data for the end of transition 
with Tu = 4.8 percent and their correlation for the start of 
transition. Now, at this turbulence level, which may be found 
in multistage turbomachinery, the transition Reynolds num
bers are quite low, Refl = 170 and Rexs = 6.7 X 104. The 
free-stream turbulence intensity varies from 5.0 percent at 
the leading edge to 4.1 percent at the end of transition. 

The calculation results for all three test cases are shown in 
Fig. 6; and shown for comparison are data and correlation 
results for the start and end of transition. In their experi
ments, Abu-Ghannam and Shaw used the surface Pitot-tube 
method to determine the start and end of transition, the start 
being where the surface velocity showed a rapid rise and the 
end the peak value. Also shown for comparison on Fig. 6 are 
the skin friction variations for laminar and fully turbulent flat 
plate boundary layers. These are 0.664 R e j ' / 2 and 0.0592 
Re,~l/5, from Eqs. (7.32) and (21.11), respectively, of 
Schlichting (1979). 
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Fig. 6 Transition in developing flat plate boundary layers for 
free-stream turbulence intensities of 0.03, 1.25, and 4.8 percent. 
Data, D, and correlation, C, of Abu-Ghannam and Shaw (1980). 

fully laminar and fully turbulent limits; calculation 
with q-L turbulence model. 

Overall, the calculations reproduce the trends of the data 
and the correlations remarkably closely. It is perhaps surpris
ing how well the low turbulence test case is modeled consid
ering that the free-stream turbulence intensity is only 0.03 
percent. But it is in quite close agreement especially in terms 
of momentum thickness Reynolds number. The medium tur
bulence test case is also well modeled, especially the start of 
transition. For the high turbulence test case, the start of 
transition is late, and in common with the other calculations 
the length of transition is appreciably shorter than that 
shown by the data. 

In summary, this exercise in developing and testing a low 
Reynolds number turbulence-energy equation model has 
shown the potential for reconciling transitional behavior in 
pipes, channels, sink flows, and zero-pressure-gradient 
boundary layers. It can be a useful supplement to working 
group test programs and it offers an interesting project for 
fluid mechanics and computational fluid dynamics teaching. 
With further improvements in the quality of the agreement 
with flow measurements, it may be possible, eventually, to 
declare that an acceptable model has been found for the 
lower critical Reynolds number in pipe and channel flows. 
This work may also contribute to the goal of developing a 
model of acceptable precision to predict transition in indus
trial design. 

Dissipation Mechanisms in Turbulent Flows 
Just as the turbulence-energy equation has become a cor-
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Fig. 7 Turbine cascade geometry with coordinate systems for the 
cascade (X, V, Z) and for primary and secondary flow downstream 
(x, y, z), Moore et al. (1987). 

nerstone of turbulence modeling in the last 25 years, so the 
equation for the kinetic energy of the mean motion, Fig. 1, 
has become a key factor in understanding loss production in 
three-dimensional flows, in the last ten years. Again, follow
ing Hinze (1975), we may write the equation for the kinetic 
energy of the mean motion of incompressible flow as 

at 
{pUiUi) + Jx~Uj{P + \?m 

d 

dX: 
puiujUl 

III 

an, 
dXj \ Sxj 

IV 

.an 

au, 
dX: 

au^ 

ax. 
aU; 
ax, I ax 

au, 
- ^ (2) = pUiUj- fl 

aXj v _y 
V VI 

The terms in this equation represent: 

(I) local rate of change of mean kinetic energy; 
(II) change in convective transport of total pressure; 

(III) the rate at which mean kinetic energy is diffused by 
turbulent fluctuations; 

(IV) the rate at which viscous stresses do work on the 
control volume; 

(V) work of deformation of the mean motion by the 
turbulence stresses per unit volume and time; this 
term represents the rate at which mean kinetic energy 
is converted to turbulence kinetic energy; 

(VI) the rate at which energy of the mean flow is dissipated 
through the action of viscosity per unit volume and 
time. 

Upon integration over an area A, downstream of a cas
cade of turbine blades, Moore et al. (1987) found that terms 
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Fig. 8 Flow properties from measurements downstream of a linear turbine cascade at X/c = 1.10, Moore et al. (1987) 

III and IV in Eq. (2) were of negligible significance. Omitting 
these terms, the equation for steady flow becomes 

1^{Cp,)=NJj-puiuj-—dA 

' ( « 
dX: 

+ N JJs 
«4 
dX: 

dUj 

SX: I SX 

dU: 
-dA (3) 
J 

where C is the mass-averaged total pressure loss coeffi
cient, X/c is the axial distance made dimensionless by the 
blade axial chord, and TV is a nondimensionalization factor. 

In Eq. (3), the left-hand side can be evaluated from total 
pressure and mean velocity data, and the last term on the 
right-hand side can be evaluated from measured velocity 
distributions. With additional measurements of Reynolds 
stresses over the area A, it is then possible to: 

(a) evaluate the turbulent deformation work terms, 
(b) balance Eq. (3), and 
(c) discover the mechanism for the production of total 

pressure losses and for the dissipation of mean kinetic 
energy. 

Dissipation Mechanism Downstream of a Turbine Cas
cade. Moore et al. (1987) measured the flow downstream of 
a linear turbine cascade, as shown in Fig. 7. Reynolds stress 
measurements were made with hot-wire anemometry at plane 
2, 10 percent of an axial chord downstream of the blade 
trailing edges, i.e., at X/c = 1.10. Five-hole and three-hole 
pressure probe measurements were also available from Moore 
and Adhye (1985), at X/c = 0.96, 1.10, 1.25, and 1.40. 

Figure 7 shows the primary velocity component, U, defined 
in the direction of the mean camber line at the blade trailing 
edges ( ft2 — 26 deg). The secondary velocity components are 
then W, in the spanwise direction, and V, perpendicular to U 
and W. 

The free-stream velocity at the cascade inlet was U„ = 23.5 
(+ 0.4) m/s and the exit velocity was about 37 m/s, giving an 
exit Reynolds number based on axial chord of 5.2 X 105. The 

endwall boundary layers at the inlet were thick with a ratio of 
displacement thickness to blade height of 0.023. With these 
conditions the flow downstream of the cascade was domi
nated by the decay of passage vortices and the dissipation of 
secondary kinetic energy. 

The flow physics at plane 2 is summarized in Fig. 8, which 
shows the results for the top half of the passage, from 50 
percent to 100 percent of height, in the symmetric flow. The 
figure shows the secondary velocity vectors (the resultant of 
the secondary velocities V and W), pictured in the measure
ment plane. The corresponding contours of total pressure 
loss coefficient, C „ and turbulence kinetic energy, q2/U2, 
are also shown; and finally the distribution of the deforma
tion work due to the Reynolds stresses (term V in Eq. (2)) is 
shown over the range of the full Reynolds stress measure
ments. 

Of particular interest in this paper are the large spanwise 
velocities toward midspan in the blade wake, where W is of 
the order of -20 to -25 m/s, and the high rates of 
deformation work in this spanwise flow. Also of interest is 
the high turbulence energy, q2/U2 = 0.20, directly down
stream of the blade trailing edges at about 80 percent of 
span, where the total pressure loss is relatively low. The 
turbulence here is possibly associated with trailing edge vor
tex shedding. 

Evaluating the terms in Eq. (3), Moore et al. obtained 
quite a good balance, as shown in Table 1. This was for the 
top half of the passage, as shown in Fig. 8. The contributions 
of the individual terms to the area integral of the deforma
tion work on plane 2 were also evaluated and are presented 
in Table 2. This shows contributions in two regions of the 
flow, one from 90.6 to 100 percent height, near the top 
endwall, where single-wire measurements were made, and 
the other, down to midheight, from 90.6 to 50 percent of 
height, were two-wire measurements were made. 
_The rate of increase of total pressure loss at plane 2 was 

dCpt/d{X/c) = 0.25, which was remarkably close to the 
value of 0.24 obtained from the deformation work integrals. 
Table 1 shows the turbulent stresses giving 94 percent of the 
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Table 1 Contributions to the rate of increase of total pressure loss 
at plane 2 

- f - ( C R ) = N -pup.—ldA + N(( d—l^-ll—ldA 
JX\ n JJA >'dxj "A {to, 3xljdxj 

end wal 

(0.226) 
Turbulent 

contribution 
(94%) 

(0.014) 
Laminar 

contribution 
(6%) 

0.25(1) = 0.240<2> 

(1) From total pressure measurements 
(2) From Reynolds stresses and velocity gradients. 

Table 2 Contributions of individual terms to the area integral of 
the deformation work on plane 2 
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dy 
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dy 

A I dXj dx, 

integral 

= 0 . 2 4 0 100% 

= 0 . 0 7 5 31% 

= 0 . 0 7 2 30% 

= - 0 . 0 4 6 -19% 

= 0 . 0 4 0 17% 

= 0 . 0 3 6 15% 

= 0 . 0 2 6 11% 

— dV 
- p w v — ( 9 0 . 6 - 1 0 0 . ) 
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( 9 0 . 6 - 1 0 0 . ) 

= 0 . 0 1 3 

= 0 . 0 1 0 

5% 

4% 

dz 
Rest 

= 0 . 0 1 0 4% 

< + 2% 

loss production, with 6 percent from laminar shear near the 
endwall. 

Table 2 then ranks the contributions in order of signifi
cance. Thus we see the largest single contribution, 0.075 or 
31 percent of the total, from the term -pvwdW/dy between 
50 and 90.6 percent of span. Other mechanisms for dissipa
tion involve the terms -puwdU/dz in the endwall region 
(30 percent) , and -pw_2dW/dz (17 percent) , -pv2dV/dy 
(15 percent) , and -puvdU/dy (11 percent) between 50 and 
90.6 percent of_span. A contribution of the opposite sign 

comes from -pu2r)U/dx ( - 1 9 percent) , which acts to pro-

Fig. 9 Locations of the peak rates of the principal loss mecha
nisms at X/c = 1.10, superimposed on the secondary velocity vec
tors of Fig. 8 

Fig. 10 Sketch of a possible mechanism for -pvwdW I dy 

duce mean kinetic energy from turbulence kinetic energy in 
the accelerating wake flow. 

The locations of the peak rates of these principal loss 
mechanisms are shown in Fig. 9 superimposed on the sec
ondary velocity vectors in the suction side half of the flow at 
plane 2, as seen in Fig. 8. The largest contributions from the 
shear stresses occur where the flow shear is largest, on the 
pressure side of the blade wake, where the thin boundary 
layer from the blade pressure surface mixes with the thicker 
suction surface boundary layer and passage vortex flow, and 
in the thin endwall boundary layer. The normal stress contri
butions are largest where the secondary flows "stagnate" as 
the vortex flow convects back toward the blade wake and 
then down toward midspan, and also where the blade wake is 
accelerating, as discussed above. 

Of the two major contributions, the endwall boundary 
layer shear term, -puwdW/dz , is easy to understand. How
ever, the mechanism for the term -pvwdW/dy_is less obvi
ous. This is partly because the shear stress - pvw is not often 
encountered as a significant factor in flow development, 
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Fig. 11 Flow properties from measurements downstream of a linear turbine cascade at slot 10, Gregory-Smith and Cleak (1992) 

although the shear of the spanwise flow, dW/dy, can be 
readily inferred from Fig. 8. So the mechanism sketched in 
Fig. 10 is offered as a possible explanation. Notice the 
spanwise downward flow in the blade wake, and the region of 
negative dW/dy. Note also the possibility of trailing edge 
vortex shedding from the blade. In this region, then, there 
are large fluctuations in the V and W velocity components 
and a correspondingly large negative shear stress —pvw, in 
fact the largest shear stress values measured between 50 
percent and 90.6 percent of span. The result is a large 
positive contribution to loss production in this flow from 
-pvwdW/dy, centered at the location shown in Fig. 9. 

Qualitative support for this mechanism was obtained by 
probing the flow field at plane 2 with a single-wire hot-wire 
anemometer and searching for natural frequencies. Over 
most of the passage vortex and blade wake, there was little 
indication of dominant frequencies. But at about 90 percent 
of span and 10 percent of blade-to-blade distance from the 
suction side (relative to the blade camber lines downstream 
of the trailing edges, shown in Fig. 8), a marked peak at 
approximately 800 Hz was found. This may be compared with 
a Strouhal frequency, based on blade trailing edge diameter 
and exit velocity, of about 500 Hz. 

Overall, for the flow in Fig. 8, the deformation work of the 
primary flow, U, gives 27 percent of the loss production rate. 
The V velocity gives a similar contribution, 26 percent. The 
largest factor in loss production is the spanwise velocity, W, 
with 47 percent. Thus, the secondary flow components, V 
and W, combined account for 73 percent of the loss produc
tion at plane 2. This supports the earlier finding by Moore 
and Adhye (1985) that loss production downstream of this 
cascade was dominated by the dissipation of secondary ki
netic energy. It also draws attention to the difficulty in axial 
flow turbomachinery of efficiently utilizing spanwise compo
nents of velocity. 

Other Loss Production Studies for Three-Dimensional 
Flows. The study just described addresses problems dis
cussed from ten to fifteen years ago by Langston (1980) and 
by Gostelow (1984). Langston noted that "An important 
problem that arises in the design of modern gas turbines and 
in the analysis of their performance, is the understanding and 
prediction of the nature and influence of secondary flows. 
Based on the current state of the art, a turbine designer 
might well define secondary flows as those three-dimensional 
flow effects in a turbine that he had not planned on." To 
this, we might add . . . and which offer further possibilities 
for dissipating mean kinetic energy, for creating turbulence 
kinetic energy, and for creating mechanisms for further dissi
pation. 

Gostelow (1984) in discussing secondary flow losses com
mented that "Having obtained a description of the flow field 
resulting from secondary vorticity it would be logical to 
suppose that this information could be used directly in a 
subsequent loss calculation. Unfortunately such a procedure 
has proved illusory." He proceeds to note that "Kinetic 
energy is lost from the main stream into the secondary 
vorticity and, knowing the secondary flow field, this loss may 
be calculated. . . . However, the losses obtained by such 
inviscid approaches are many times less than observed sec
ondary flow losses." 

From these observations it is apparent that there is a need 
for more understanding of loss production rates themselves. 
More particularly, based on Eq. (3) and the results in Table 
1, there is a need to study the deformation work terms 

-pUjUj 
dx, 

m SU: \ dU: 

dX: dx: | dx 
+ /d — + — —-• (4) 

There have been many attempts to measure, or calculate the 
precursors of, BUJdXj, but relatively few attempts to mea-
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sure or calculate the Reynolds stresses, -pUjUj, in three-di
mensional flows. Fewer still are the attempts to extract 
information about loss production rates from either experi
mental or computational flow studies. 

Gregory-Smith and Cleak (1982) are, to the authors' 
knowledge, the only other experimentalists to evaluate the 
terms in Eq. (4) for a three-dimensional flow field. In a study 
similar to that of Moore et al. (1987), they also measured the 
flow downstream of a linear turbine cascade, as shown in Fig. 
11. They measured five of the six Reynolds stresses and were 
able to evaluate all the terms except -pvw{dV/dz + 
dW/dy) in Eq. (4). Without this term, their results show the 
deformation work by the viscous stresses to be only one 
percent of the deformation work (or rate of turbulence 
production) by the turbulence stresses. Of the turbulent 
deformation work, 55 percent was due to the shear stress 
- puv and 35 percent was due to the normal stress - pw2; all 
the other contributions were less than 10 percent. 

It is also possible to evaluate loss production rates from 
the results of three-dimensional turbulent flow calculations. 
Moore and Moore (1983a) present a procedure for obtaining 
the entropy production rate per unit volume, <x, from com
puted flow properties. For incompressible flow, the quantity 
Tcr, where T is the temperature, gives the deformation work 
of Eq. (4). Moore and Moore were therefore able to study 
loss production in a rectangular elbow with 90 deg of turning 
(1983b) and in a centrifugal compressor impeller (Moore et 
al., 1984). While these papers did not present distributions of 
deformation work in the flow fields and did not discuss the 
contributions of individual terms or mechanisms, they did 
give insight into the loss production processes. Clearly much 
more detailed studies are possible, and these should aid in 
the development of more accurate calculation methods for 
loss production in three-dimensional flows. 

Concluding Remarks 

It is apparent from this brief review of Osborne Reynolds' 
ideas for energy modeling of turbulent flows that they are 
central to current turbulence research. His developments of 
the concepts of turbulence, or Reynolds, stresses, his recogni
tion of the importance of the turbulence production terms in 
the exchange of energy between mean motion and turbu
lence, and his appreciation of the significance of turbulence 
dissipation are all part of the common currency of turbulence 
modeling. In essence, he conceived and modeled the idea of 
the energy cascade. One can take his equations for the 
kinetic energy of mean motion and for turbulence energy and 
with little modification derive the forms of the corresponding 
equations in common use today. 

These energy equations are fundamental to research on 
turbulent flows and this paper has discussed just two exam
ples of current work, transition from laminar to turbulent 
flow, arid loss production in turbulent flow. In these areas 
one can see Reynolds' ideas in the essential physics and one 
can see that those ideas have not yet been fully exploited. 
For example, it is intriguing to ask whether new turbulence 
energy models for boundary layer transition will also be able 
to calculate the lower critical Reynolds number for pipe and 
channel flows. Surely, Reynolds would be delighted if they 
could. Again, imagine his surprise if computational fluid 
dynamics codes could calculate the distributions of Reynolds 
stresses in a three-dimensional flow and thereby complete 
the modeling of loss production rates. A measure of the 
value of Reynolds' contributions is that after one hundred 
years there are still challenges such as these following from 
his paper. 
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A P P E N D I X 

A One-Equation Turbulence Model 

The one-equation turbulence model used in the exercise 
described in the text is a q-L model. In this appendix, q is 
defined as k1/2, i.e., the square root of the turbulence kinetic 
energy; and L is the mixing length of the turbulence. The 
Reynolds stresses are modeled using a turbulent viscosity. 
The model is described by the following equations: 

dq dq 
PUiT7 - T T ^ f f T r dx_ 
Convection 

, Meff", 
dxt dXj 

Diffusion 
dU; 

-D„ («1) 

P<- 2q P-, dx + 

Production Dissipation 

dU; 

dX 

dUj 

dx. 
TT («2) 

j 

Da = 
C2 

M-I q 

*• vd 

(«3) 

Meff = /*( + P-t ( a 4 ) 

M, = Cn PlLFudFtu (fl5) 

Fud^1 ~ e xP( -A^Kypq/n,) («6) 

To obtain Eq. (al), the equation for turbulence kinetic en
ergy has been divided by 2q. The convection and production 
terms come directly from the k equation. The diffusion and 
dissipation terms model the rest of the k equation. The form 
of the dissipation term was chosen to give the right near-wall 
behavior. The constants were determined from high Reynolds 
number fully developed pipe flow: 

K = 0.41, Ad = 0.08, A = 0.0295, CM = 0.548 (al) 

Mixing Length 
In boundary layers, the mixing length is 

L = smaller of xy and Ad8 (a8) 

For fully developed pipe and channel flows the boundary 
layer width, S, is half the pipe diameter or half the channel 
height. For the sink flow and developing flat plate boundary 
layers S is found by a search procedure. The search proce
dure uses Crocco's theorem, for steady inviscid incompres
sible flow with no body forces, 

1 
U X (V X U) = -VP, 

p 
(a9) 

Boundary layers are then regions where 

\(w/U2)V x (V X U ) | > 1 

with width w = smaller of 2.5 y( py\M\/ix,) or 

a characteristic duct width (alO) 

Outside of boundary layers, the mixing length is taken as 
constant: 

L=L fre ( a l l ) 

For the fully developed pipe and channel flows, Lfre is not 
needed. For the sink flow, Lfre was taken as Ad8. For the 
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Fig. A1 Skin friction coefficient for fully developed pipe flow. Plot 
used to determine Ftu (R,u). Data: P—Patel and Head (1969); 
S—from Schlichting (1979). calculations with Ftu = 0.0, 0.2, 
0.4, 0.6, 0.8, and 1.0. 
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Fig. A2 Res„ and Tu at start of transition for developing flat plate 
flow. calculations using q-L model and free-stream mixing 

— McDonald and Fish lengths, Lln. = 0.001 m and 0.005 m. 
prediction (1973). 

developing flat plate boundary layers, Lfre was set to give a 
reasonable decay rate of free-stream turbulence. 

The discontinuity in L between the boundary layer and 
the free stream is smoothed by modifying the mixing length 
outside the layer so that the slope is less than K: 

\dh/dy\ < K («12) 

Modification Factor for Transition 

The turbulence reduction factor, Ftu, is assumed to de
pend on the mean turbulent viscosity Reynolds number, Rlu, 
which is evaluated by integrating across the boundary layer: 

F,u=f(Rtu) («13) 
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Fig. A3 Turbulence reduction factor for transition 

Rn, = Ad^f\ pq/to)dy. (al4) 

Ftu is applied in the boundary layer, and in free-stream 
regions Flu = 1. Discontinuities at the edge of the boundary 
layer are prevented by decreasing Ftu where necessary so 
that 

\d{LFlu)/dy\ < K («15) 

Determining Flu =f(R,„) 
The data for pipe flow are the most extensive and consis

tent. Therefore it was used as the empirical basis for the 
modeling of transitional flow. Figure Al compares the calcu
lated skin frictions, with measured values for the cases 

Flu = constant = 0, 0.2, 0.4, 0.6, 0.8, 1. («16) 
From this it can be seen that a relation between F,„ and Red 
can be found that fits the data, and correspondingly, by 
noting the Rtu values at the intersecting points, a relation 
between Ftu and Rtu which fits the data may be obtained. 
This procedure was followed to determine the basic shape of 
the function. 

Then the R,u scaling was adjusted to match the skin 
friction versus Reynolds number plot for fully developed 
channel flows. These two functions were used to calculate 
sink flows and a final Rtu scaling was chosen that gave 
reasonable results for all three types of flow. Finally, the 
Flu-Rlu relation was modified, at the low turbulence end, 
until agreement was obtained with the displacement thick
ness Reynolds number versus free-stream turbulence inten
sity data for zero-pressure-gradient boundary layers, shown 
in Fig. A2. The resulting Ftu-R. relation is shown in Fig. 
A3. 

The calculated flat plate results (Fig. A2) depend on the 
free-stream mixing length. This changes the decay rate of 
free-stream turbulence. Thus the mean turbulence intensity 
over the plate up to transition is changed as well as the 
free-stream turbulence intensity at transition. Reasonable 
high and low values for Lfrc, 0.001 m and 0.005 m (Re, fre = 
1350 and 6750), a factor of five different, were used in the 
assessment. The dashed lines of Fig. A2 show the good 
agreement obtained between the calculated and measured 
displacement thickness Reynolds numbers at the start of 
transition. The lower of the two curves, which corresponds to 
Lfre = 0.001 m, closely follows the McDonald and Fish pre
diction. The higher curve, corresponding to Lh{. = 0.005 m, 
goes through the bulk of the data between Tu = 0.5 percent 
and 1.5 percent. 
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Effects of Criterion Functions 
on Intermittency in Heated 
Transitional Boundary Layers 
With and Without Streamwise 
Acceleration 
Attempting to understand the mechanisms of momentum and thermal transports in 
transitional boundary layers has resulted in the use of conditional sampling to separate 
the flow into turbulent and nonturbulent portions. The choice of a proper criterion 
function to discriminate between the two flow conditions is critical. A detailed 
experimental investigation was performed to determine the effects of different criterion 
functions on the determination of intermittency for application in heated transitional 
boundary layers with and without streamwise acceleration. Nine separate criterion 
functions were investigated for the baseline case without pressure gradient and three 
cases with streamwise pressure gradient. Inherent differences were found to exist 
between each criterion function's turbulence recognition capabilities. The results 
indicate that using a criterion function based on Reynolds shear stress, (duv / dr)2, for 
turbulent / nonturbulent discrimination in a heated transitional boundary layer is 
superior to a single velocity or temperature scheme. Peak values in intermittency for the 
early to midtransitional region were found to occur away from the wall at approximately 
y / 8 = 0.3 for all cases. To match the universal intermittency distribution of Dhawan 
and Narasimha (1958), the minimum values of intermittency at y / 8 « 0.1 should be 
used as the representative "near-wall" values. 

Introduction 
Boundary layer transition from laminar to turbulent flow 

has been recognized as an important feature in the through-
flow of a gas turbine (Graham, 1979, 1984; Mayle, 1991). 
Heat transfer in a turbulent boundary layer with a moderate 
Prandtl number is typically treated as a passive process 
controlled by the turbulent momentum transport. For a gas 
turbine blade, where as much as 50-80 percent of the turbine 
blade surface is covered with flow undergoing laminar-turbu
lent transition (Turner, 1971), this relation between momen
tum and thermal transport has not been verified. In addition, 
turbine blades are exposed to diverse pressure gradients that 
may compound these transport differences. Recognizing and 
understanding the fundamental mechanisms involved in tran
sitional convective heat transfer are keys to improving the 
heat transfer modeling and enhancing the accuracy of ther
mal load predictions on gas turbine blades. 

Attempting to understand the mechanisms in transitional 

Contributed by the International Gas Turbine Institute and presented 
at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters February 18, 1993. Paper No. 93-GT-67. Associate 
Technical Editor: H. Lukas. 

momentum and thermal transports has resulted in the use of 
conditional sampling to separate the flow into turbulent and 
nonturbulent portions. Conditional sampling techniques used 
in turbulent boundary layer and shear flows are many; how
ever, their application to heated transitional flow is not well 
developed. The choice of a proper criterion function to 
discriminate between the two flow conditions is critical. The 
use of temperature as a passive contaminant to discriminate 
between the turbulent and nonturbulent portions as done in 
turbulent boundary layer flows and shear flows is question
able in transitional boundary layers since discrepancies be
tween the momentum and thermal transport in a transitional 
boundary layer exist. Blair (1982, 1992), Sharma (1987), and 
Volino and Simon (1991) determined that the length of 
transition for accelerating flows is longer for the thermal 
than for the momentum boundary layer. Sharma recom
mended the use of a separate intermittency factor for the 
thermal boundary layer under these conditions. In light of 
these observations, a need exists to determine the sensitivity 
of the intermittency factor in the heated transitional bound
ary layer to the choice of criterion function. 

Emmons' (1951) statistical theory of transition introduced 
the concept of an intermittency factor for calculation in the 

154 /Vol . 117, JANUARY 1995 Transactions of the ASME 

Copyright © 1995 by ASME
Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



transitional boundary layer. Emmons proposed that the tur
bulent patches could be treated as fully turbulent flow and 
the nonturbulent patches as laminar flow. The bulk flow 
properties could then be reconstructed as X = (1 — T)Xnl + 
TXr For example, the skin friction coefficient in the transi
tional region could be found from the intermittency factor 
and the appropriate combinations of the turbulent and lami
nar values; C.•= (1 — T)Cy + TC^. By knowing the inter
mittency factor at any streamwise location, the bulk proper
ties of the transitional boundary layer could be determined. 
Treating the turbulent portion of transitional flow as a fully 
turbulent flow and the nonturbulent portion as a laminar 
flow is a widely used engineering practice (Arnal, 1984; 
Narasimha, 1985; Mayle, 1991). This practice has been re
cently questioned by Kuan and Wang (1990). Their concern 
was not on the concept of intermittency but on the adequacy 
of treating the turbulent portion as a fully turbulent flow and 
the nonturbulent portion as a laminar flow. They concluded 
that both turbulent and nonturbulent portions of the transi
tional flow are different from their counterparts in the fully 
turbulent and laminar flow. 

The determination of the turbulent and nonturbulent por
tions of the transition region and their subsequent separation 
relies on the technique of conditional sampling. This tech
nique was discussed in detail by Hedley and Keffer (1974) 
and Muck (1980). It is comprised of three main stages: 
selection of a criterion function, determination of a threshold 
level, and generation of an intermittency function. 

Turbulent flow is a three-dimensional rotational flow char
acterized by the dissipation of mechanical energy into heat 
through a cascade of eddies of diminishing sizes. The crite
rion function should be ideally representative of this turbu
lence and offer a good contrast between the turbulent and 
nonturbulent portions. However, detection of an energy cas
cade requires spectral analysis and renders an instantaneous 
decision for or against turbulence difficult. Fluctuating vortic-
ity was used by Corrsin and Kistler (1955), but this requires 
the use of a complex probe capable of spatial differentiation 
and is considered by most too difficult to implement, espe
cially in a transitional boundary layer. 

Chen and Blackwelder (1976), Muck (1980), and Antonia 
(1981) considered the use of a passive scalar such as tempera
ture to be superior to velocity or vorticity as a criterion 
function. However, Muck (1980) pointed out that the ques
tion remains whether the thermal interface coincides with 
the turbulent (vorticity) interface. For a fully turbulent heated 

boundary layer, turbulent/nonturbulent discrimination oc
curs primarily in the outer boundary layer where the turbu
lent fluid is rotational and the nonturbulent fluid is irrota
tional. The temperature in the irrotational portion remains 
constant and is lower than the temperature in the turbulent 
regions. The classic temperature discrimination scheme uses 
the temperature directly and identifies "hot" fluid as turbu
lent and "cold" fluid as nonturbulent. The validity of this 
classic scheme needs to be re-examined in the transitional 
boundary layer where the vorticity dynamics are different. 
The dynamics of the vortices on the rotational/irrotational 
interface of the fully turbulent boundary are different than 
the vortex tubes on the boundary between the turbulent and 
nonturbulent portion in a transitional boundary layer. The 
temperature in the irrotational portion of the turbulent outer 
boundary layer maintains a constant lower temperature than 
the rotational portion. However, the temperature of the 
nonturbulent portion of the transitional boundary layer is not 
necessarily lower than the temperature in the turbulent por
tion. In the transitional boundary layer, the temperature 
profile, similar to the velocity profile, will alternate between 
a laminarlike profile and a turbulentlike profile. In addition, 
the "calming region" at the trailing edge of a turbulent patch 
imposes difficulty for discriminating the turbulent/nonturbu
lent portions since both fluctuating magnitudes and mean 
values are changing. No such calming region is observed in 
the interface between a turbulent boundary layer and free 
stream. 

Difficulties also arise in using velocity fluctuations. Veloc
ity fluctuations are not unique to the turbulent fluid and may 
be due to amplified oscillations of the free-stream dis
turbances or Tollmien-Schlichting waves. As a result, some 
procedure must be used to desensitize it. Also, spurious 
dropouts (short regions where the criterion function falls 
below the threshold level indicating nonturbulent flow) occur 
within a turbulent burst and some form of smoothing is 
required. Smoothing may take the form of a running average 
to eliminate the spurious dropouts or the use of a holding 
time where any excursions shorter than the holding time are 
still considered turbulent. Hedley and Keffer (1974) recom
mended [(d2u/dr2)2 + (d2v/dT2)2} or [(du/dr)2 + 
{dv/dTJ2} for use as the discrimination scheme stating that 
the Reynolds shear stress has a lack of definition at the 
interface leading edge. Antonia (1972) used (duv/dr)2 and 
reported a sharp drop in the Reynolds shear stress at the 
interface conflicting with the results of Hedley and Keffer. 

N o m e n c l a t u r e 

Cf = skin friction coefficient = 
-/ rw/(p\J2/2) 

Cp = pressure coefficient _ 
= (P - PIcf)/[(l/2)pU2

rJ 
K = pressure gradient parameter 

= (v/U2)(dUJdx) 
P = static pressure _ 

Re^ = Reynolds number = U^x/v 
t = instantaneous fluctuation in 

temperature 
t' = rms value of temperature 

fluctuation 
T = instantaneous temperature 

, v, w = instantaneous velocity fluctu
ations in streamwise, cross-
stream, and spanwise direc
tions 

, v', w' = rms values of velocity 
fluctuations 

u* = friction velocity = ifrw/p 
U,V= instantaneous velocities 

U = mean velocity 
W_= U/u* 
uv = mean Reynolds shear stress 
ut = mean Reynolds streamwise 

heat flux 
vt= mean Reynolds cross-stream 

heat flux 
x = coordinate in streamwise di

rection 
y = coordinate normal to the sur

face 
Y+=yu*/v 
r = intermittency factor 

5 = boundary layer thickness at 
0.995 LL 

8* = displacement thickness 
e = turbulent dissipation rate 
v = kinematic viscosity 
£ = length in transition region = 

•*T=0.75 — x r = 0.2S 

p = density 
r = time 

rw = shear stress on the wall 

Subscripts 
oo = free-stream value 
nt = nonturbulent 

ref = reference location at x = 20 
cm 

s = onset of transition 
t = turbulent 

w = at the wall 
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Muck (1980) investigated several discrimination schemes and 
concluded using \r)uu/dT\ or \d2uu/dr2\ worked best and 
was closest to the temperature scheme. 

The threshold value is the minimum value of the criterion 
function set just above the background noise and nonturbu-
lent fluctuations. Several different methods for choosing a 
threshold level have been proposed. Corrsin and Kistler 
(1955) plotted the cumulative distribution functions of the 
intermittency as a function of threshold value. The point of 
maximum curvature was then used to select the threshold 
value. This method worked well when the intermittency was 
low but was unreliable for high values of intermittency (Muck, 
1980). Hedley and Keffer (1974) raised the threshold level 
and determined the average time duration of all the nontur-
bulent zones of the discrimination scheme until a constant 
value was reached. This process was repeated for all stream-
wise and cross-section locations. A similar threshold value 
was observed when the beginning of the constant time aver
age duration was reached. This single value was used for all 
locations. However, this method is very sensitive to spurious 
dropouts and the smoothing procedure. Antonia (1972) set 
the threshold equal to a fraction (0.3) of the overall average 
of the function. With all these different schemes being tried 
what remains clear is that there is no rational method of 
choosing a threshold value. It is typically adjusted by trial and 
error until the results conform with the individual re
searchers expectations (Muck, 1980). 

The above-mentioned investigations were performed in 
fully turbulent boundary layers. These same ideas are usually 
extended into transitional boundary layers but it remains to 
be verified because the flow and thermal structures in the 
transitional boundary layer are different from those in the 
turbulent boundary layer as explained previously. The work 
presented in this paper is a systematic investigation per
formed to determine the effects of different criterion func
tions on intermittency in a heated transitional boundary 
layer, to establish an adequate conditional sampling tech
nique to separate the flow into the appropriate 
turbulent/nonturbulent portions, and to investigate specifi
cally the difference between velocity and thermal intermit
tency if it exists. Experiments were first performed in a 
transitional boundary layer flow over a flat surface without a 
streamwise pressure gradient and followed by three cases of 
accelerated boundary layer at three different K values. 

Experimental Program 

Test Facility. The test facility used in this research pro
gram consisted of a two-dimensional, open circuit, blowing 
type wind tunnel. The maximum air speed was 35 m/s , 
uniform within 0.7 percent and steady within 1 percent over a 
20-hour period. An inlet airflow filter box was covered with a 
layer of Rayon-viscous felt capable of filtering out particles 
larger than 5 /im. The free-stream air temperature was 
controlled by the heat exchanger and the air conditioning 
system in the laboratory and could be maintained within 
0.5°C over a period of 20 hours and uniformly within 0.1°C. A 
suction fan and low-pressure plenum were installed at the 
leading edge to provide suction. A detailed description of the 
wind tunnel is provided by Kuan (1987) and Kuan and Wang 
(1990). 

To provide the two-dimensional flow required in this in
vestigation, the test section was designed with a large aspect 
ratio of 6. The test section was 0.15 m wide, 2.4 m long, and 
0.92 m high consisting of a heated test wall, an outer observa
tion wall, a top wall cover, and a bottom wall table. A 
composite construction was utilized for the rectangular 2.4 
m X 0.92 m heated test wall. The back surface was covered 
with 25.4 cm of R30 fiberglass insulation to minimize back
plane conduction losses. The heating pad consisted of a 

heater foil sandwiched between glass cloth and silicon rubber 
sheets. A 1.56-mm-thick aluminum sheet was vulcanized to 
the front surface of the heater pad to ensure uniformity of 
the heat flux. A 1.56 mm polycarbonate sheet was placed on 
the front surface to provide a smooth test surface on which 
the air flows and measurements were taken. One hundred 
eighty-five 3-mil E-type thermocouples were embedded be
neath the test surface and were strategically placed along the 
test surface to capture the evolution of the wall heat transfer 
during the transitional flow process. 

Fourteen measuring holes of 2.54 cm diameter were drilled 
along the centerline axis and eight measuring holes of equal 
diameter were drilled along the off-centerline in the cross-
span direction. The first centerline measuring hole (station 1) 
is located 20 cm from the leading edge with the remaining 
measuring holes placed every 15 cm (labeled sequentially 
station 2 through station 14). Plexiglass plugs, flush with the 
inner surface, were used to plug the holes when measure
ments were not being taken. Slots cut into the table and the 
top wall provide for adjustment of the outer wall in order to 
vary the pressure gradient in the test section. A schematic of 
the thermocouple layout and the location of the profile 
measurement locations is shown in Fig. 1. The detailed 
description of the test section and heated test wall was 
documented by Wang et al. (1992) and Zhou (1993). 

Geometry of the Test Section. For the baseline case, with 
no acceleration, the outer wall of the test section was ad
justed to account for the growth of the boundary layer and to 
maintain a near-zero pressure distribution inside the test 
section with a variation of pressure coefficient, Cp, within 1 
percent as shown in Fig. 2. 

Three different favorable pressure gradients were utilized 
in this investigation. A constant pressure gradient parameter, 
K, was maintained during each case. One of the advantages 
of using a constant K over other pressure gradient parame
ters is that a constant K can be directly related to the 
geometry of the test section. By linearly decreasing the wall 
separation between the inlet and exit, a relatively constant K 
value can be obtained. For each acceleration case, the width 
of the test section inlet was maintained at 15.24 cm and the 
downstream width was arranged to decrease linearly to the 
exit plane. An exit width of 14.6 cm was used for the lowest 
acceleration case of K = 0.07 X 10~6 while an exit width of 
8.9 cm was used for the highest acceleration case of K = 0.25 
X 10 - 6 . The free-stream velocity distribution and pressure 
coefficient for each case is shown in Fig. 2. It should be 
noted that a constant K flow is inherently different from a 
Falkner-Skan flow, which has a constant A [ = 
{d2/v){dUa,/dx)\ value. For a bounded passage flow, as in 
the turbine, a use of l v a l u e to characterize the flow acceler
ation is more appropriate than the use of A even for situa-
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tions with the boundary layer thickness much smaller in 
comparison with the passage width. Detailed explanations 
concerning the physical meaning of flow and thermal fea
tures of accelerated boundary layers with constant K values 
and the differences between a constant K and a constant A 
flow were made by Zhou and Wang (1992). 

Three-Wire Sensor. A specially designed miniature 
three-wire probe was used to measure all the boundary layer 
velocity and temperature data. This sensor is similar to that 
used by Sohn et al. (1989). An X array, consisting of 1.0-mm-
long and 2.5-/xm-dia Wollaston-type platinum-coated tung
sten wires, was utilized for the velocity sensors. An active 
sensing length of 0.5 mm was etched in the center. The X 
wires were placed orthogonal to each other with a spacing of 
0.35 mm. The temperature sensor is a 0.35-mm-long unplated 
platinum wire 1.2 fim in diameter placed normal to the mean 
flow direction in a plane parallel to the plane of the cross 
wire and spaced 0.35 mm from the X array. This orientation 
for the temperature wire was chosen to eliminate any stream-
wise temperature gradients. Due to the difficulty in maintain
ing the accurate sensor arrangement during fabrication when 
bending the three pairs of prongs, as for a typical boundary-
layer type probe, the prongs were kept straight; the probe 
stem was bent at an angle of 10 deg from the probe axis. This 
angle was chosen to ensure that both of the X wires touched 
the wall simultaneously without interference between the 
probe stem and the wall (see Fig. 3). A complete description 

of the probe design and qualification, specifically in a heated 
transitional boundary layer, can be found in Shomc (1991). 

Measurements and Instrumentation. The velocity-sensors 
were operated in a constant-temperature mode using a TSI 
model IFA 100 Intelligent Flow Analyzer. The IFA 100 
allows simultaneous operation of up to four channels. A 
DISA M20 temperature bridge was used to operate the 
temperature sensor in the constant current mode. For future 
turbulent power and thermal power spectral analysis, TSI 
Model 157 signal conditioners were used to low pass filler 
signals from all three sensors. The X-wires of the three-wire 
sensor were operated at overheat ratios of 1.43 and 1.66. The 
1.2 /xm temperature sensor was operated with a very low 
overheat ratio. The probe current was set at 0.1 mA and an 
amplifier gain of 3500 was used. For convenience, the veloc
ity wires are called hot wires and the temperature wire is 
called cold wire in this study. The TSI IFA 100 is also 
equipped with a square wave generator with a frequency 
range of 0.3-30 kHz and amplitude range of 0-4.5 V. The 
square wave generator was used to optimize the frequency 
response of each velocity wire prior to calibration to ensure 
minimum under or over damping of the wire response. The 
optimum frequency response found for each velocity wire 
was approximately 200 kHz. The frequency response of the 
temperature sensor was experimentally determined ranging 
from 4800-6400 Hz depending on the velocity using the 
DISA M20 constant current bridge (see Wang et al., 1992, 
for details). The data from all three sensors were subse
quently sampled at 2 kHz for 20 seconds with the low pass 
filter set at 1 kHz. 

' The wind tunnel, the test wall power supply, and the 
cooling water supply were started at least 12 hours prior to 
the experimentation. A global measurement for wall temper
ature distribution was performed by scanning the tempera
ture approximately every two hours. Each time an average of 
three different scans, which each scan made at a sample rate 
of 1 channel/second, was obtained. During the measurement 
of each boundary layer temperature profile, a check of the 
steadiness of the local wall temperature was performed be
fore, midway, and at the end of each measurement. Both the 
global and local check served to monitor the steadiness of the 
wall and the free-stream temperature. For all thermocouple 
measurements a Metrabyte IEEE-488 general interface I / O 
expansion board was used. A Fluke 8842A 5]A digit digital 
multimeter and a Fluke 2205A 100-channel switch controller 
were interfaced with the IEEE-488 board. Special low volt
age scanner modules (Model 2205A-600), each with silver-
coated shields, were installed in the switch controller to 
provide a voltage resolution of 1 /JLV for thermocouple emf 
measurements. For each case a uniform heat flux of 335 
W/m 2 was applied to the test wall and the free-stream 
temperature was maintained at approximately 15° C. The 
resulting wall temperatures ranged from 24° C to 41° C. 

Conditional Sampling Technique. Conditional sampling 
consists of three primary stages: the choice of a criterion 
function, the determination of a threshold value, and the 
generation of an intermittency function. The determination 
of the threshold value and intermittency function arc dis
cussed below. 

To determine the appropriate threshold value for each 
criteria function, a "dual-slope method" was used. This 
method is based on the cumulative distribution of probability 
density functions (PDF) used by Corrsin and Kistlcr (1955) 
and was extended by Kuan and Wang (1990). This method 
uses a graphic approach to find the threshold value at each 
location. A program was used to generate the cumulative 
distribution of intermittency as a function of threshold value. 
For each data reading, the criterion function was compared 
to the threshold value. If the value was greater than the 
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Fig. 5 (a) Possible probability density function for the turbulent 
and nonturbulent fluid, and (b) final probability density function for 
the desensitized criterion function (Hedley and Keffer, 1974) 

threshold, the reading was considered turbulent. If the value 
was less than the threshold and the next two readings also 
less than the threshold, the reading was considered nontur
bulent. Once all the readings for a given location were 
categorized, the final intermittency for that threshold was 
determined. The threshold value was then increased and the 
process repeated. The resulting intermittency distribution 
function was then plotted as shown in Fig. 4. When pre
sented in a semi-log coordinate, two straight lines of different 
slopes were apparent (therefore, named dual-slope method) 
and the threshold value at the intersection of these two lines 
was taken as the initial estimate. Further refinement was 
required to find an optimum value. The reasoning behind 
this method is as follows. The background noise and fluctua
tions in the nonturbulent portion are close to a Gaussian 
probability density, f(q). The fluctuations in the turbulent 
portions also have a Gaussian probability density but with a 
larger standard deviation (Fig. 5a). By choosing the appropri
ate criterion function and desensitizing it, the intersecting 
region of these two curves is minimized (Fig. 5b). The area of 
intersecting regions depends on the actual flow behaviors. An 
inevitable overlap region will represent the probability of 
indeterminable discrimination of turbulence from nonturbu-
lence. For each threshold value 32768 (215) data readings 
were processed. 

After the sampled data were reduced, the intermittency 
function was obtained. The value of this function is 1 if the 
flow is turbulent and is 0 otherwise. Due to inherent spurious 
dropouts amidst turbulent signals, a holding time was intro
duced to smooth out these spurious dropouts. Hedley and 
Keffer (1974) suggested an optimum holding time based on 
the Kolmogorov length scale, 17 = (^3 /e)1 / / 4 . The recom
mended holding time will be 17 divided by the convective 
velocity of the smallest eddies. However, the probe resolution 
and the digital sample rate must also be considered. The 
actual holding time is therefore suggested by Hedley and 
Keffer (1974) to be approximately 15-35 times this Kol
mogorov scale. Hedley and Keffer used a value of 4 times the 

0.2 0.3 
Time (sec) 

Fig. 7 Signals and correlations for r = 0.5, yl 8* = 1.1 (baseline 
case); A: clearly defined turbulent region; 8: questionable region 

sampling time interval, which was 0.0004 seconds. Since the 
eddy size in transitional flow is larger than the eddy size in a 
fully turbulent flow, the holding time was assigned a larger 
interval for the transitional flow. For this investigation, with a 
sample rate of 2 kHz the holding time was set equal to three 
sampling time intervals, which corresponds to approximately 
200 times the Kolmogorov scale for the fully turbulent 
boundary layer (baseline case). 

Results and Discussion 

Criterion Functions. All criterion functions were gener
ated from the output signals of the three-wire sensor. The 
streamwise and cross-stream velocities (U and V), the tem
perature (T), and the corresponding correlations (ut, vt, and 
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L ĵlk I 
CFl 

|d2T/dx2| 
WWL_ 

..... J/Wn. 1 . 
CF2 

fcl ld2U/dT2| ft: 

aL i 
CF3 

ld2V/dx2| tfkj 

| (HP-FiltcrQiv)}^ 0.2 

d) Probability density. 
Fig. 8 Comparison of first derivative to ideal digital high-pass 
filter 

uv) were used. Sixteen locations were investigated for the 
zero-pressure gradient boundary layer (baseline case). Each 
cross-stream location was selected based on the distribution 
of streamwise velocity fluctuations («'). Station 5 (Re^ = 6.13 
X 105) was the first measuring location to indicate signs of 
transition in the form of turbulent bursts. A location of 
y/S* = 1.2 corresponding to the maximum peak in u' was 
investigated for this station. For each remaining station in 
the transition region, stations 6 through 8 (Re^ = 7.43 X 105 

through Re^ = 9.87 X 105), three cross-stream locations were 
selected corresponding to the maximum peak in u', the 
plateau region following this maximum peak, and a point 
near the edge of the boundary layer. For stations 9 through 
13 (Re., = 11.2 X 105 through Re^ = 16.2 X 105), a single 
location near the edge of the boundary layer was investi
gated. A near-wall point was also investigated for the fully 
turbulent boundary layer of station 13. Similar points were 
chosen for each pressure gradient case. Three representative 
u' distributions for stations 5, 8, and 13 of the baseline case 
and the corresponding locations of investigation are shown in 
Fig. 6. An example of the signals and correlations from the 
baseline case for station 6 with Y = 0.5 are shown in Fig. 7. 
It is apparent that turbulent/nonturbulent discrimination 
from the direct use of T, U, or ut would be difficult. For V, 
ut, and uv the turbulent portions are most clearly defined 
(labeled A in Fig. 7) but several questionable regions still 
exist (labeled B). The raw signals shown in Fig. 7 are 
inappropriate for use as criterion functions especially with 
the presence of unsteady oscillations in the nonturbulent 
portion. A means of desensitizing the signal to the nonturbu
lent fluctuations must be implemented. The method most 
commonly used is to high-pass filter the signal or to differen
tiate the signal with respect to time and square it, thus 
emphasizing the high-frequency components. 

A comparison of the effects of using an ideal digital 
high-pass filter and taking the derivative of an example signal 
is shown in Figs. 8(a-d). For all differentiation throughout 
the analysis, a second-order central-difference technique was 
utilized. A 0.5 second sample of the Reynolds shear stress 
sampled at 2 kHz with a 1 kHz analog filter is shown in Fig. 
8(a). The frequency response of the first time derivative and 
the ideal digital high-pass filter with a 200 Hz cutoff fre
quency are shown in Fig. 8(b). The first time derivative 
behaves as a high-pass filter with a linear phase and a 
frequency response with a slope of 35 dB/decade. Applying 
both the time derivative and the ideal digital high-pass filter 
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Fig. 9 Corresponding criterion functions for r = 0.5, y/S* = 1.1 
(baseline case) 

to the signal shown in Fig. 8(a) and squaring, results in the 
criterion functions shown in Fig. 8(c). The resulting probabil
ity distributions for each case are indicated in Fig. 8(d). For 
the transitional flow signal, no significant differences are 
observed between using the first time derivative filter and the 
ideal digital high-pass filter. These results are significant for 
several reasons. First, using a digital filter in post-acquisition 
allows more flexibility than using a high-pass analog filter 
during acquisition. This allows for post-acquisition filter ad
justment for different signals and flow conditions. Second, 
using a low-order derivative is easier to implement and 
requires less computational time than a higher order digital 
filter. A higher order filter requires more terms to implement 
in the time domain than a low-order derivative, thus increas
ing computational time. Implementation of an ideal digital 
high-pass filter must be done in the frequency domain, which 
requires performing an FFT and IFFT, resulting in more 
than an order of magnitude increase in computational time. 

Nine separate criterion functions were investigated for the 
baseline case and the three pressure gradient cases. An 
example of the criterion functions investigated corresponding 
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Fig. 10 Intermittency variation for different criterion functions 
(baseline case) 

to the signals in Fig. 7 are shown in Fig. 9. Six criterion 
functions were based on the second derivative of the signals 
while three criterion functions were based on the square of 
the first derivative. In both these figures, 0.5 seconds of data 
(1000 data points) are shown from the 16.38 seconds (32768 
point) record. The intermittency determined from the "dual-
slope method" for each criterion function was compared to 
that obtained by direct observation (the eyeball method). In 
all cases the discrepancy between the two methods was 
within 5 percent. From Fig. 9 it is observed that differences 
in turbulence discrimination exist between the various crite
rion functions. A larger uncertainty is observed in using the 
second derivative of the streamwise Reynolds heat flux, 
(f-ut/dj1 (CF7). The demarcation between the turbulent 
and nonturbulent portions for this criterion function is not as 
pronounced as the others. This correlation could not be 
desensitized to low-frequency unsteadiness, resulting in sev
eral false turbulence readings. This low-frequency unsteadi
ness was more apparent in several of the other signals (not 
shown in this paper). The intermittency values obtained using 
criterion functions based on temperature (CFl) or a single 
velocity signal (CF2 through CF5) were comparable within 5 
percent throughout the transition region. No advantage was 
gained by combining velocity signals (CF5), as recommended 
by Hedley and Keffer (1974). Using criterion functions based 
on uv (CF6 and CF9) or vt (CF8) resulted in intermittency 
values 0.14 to 0.38 lower in the outer boundary layer region 
(y/S > 4.0) than the values found from the single-signal-
based criterion functions. These discrepancies occurred in 
the late transitional and early turbulent regions (stations 
8-13). The range of intermittency values determined for 
several locations of the baseline case are presented in Fig. 
10. The large variation in the outer boundary layer is appar
ent. This same procedure was repeated for each pressure 
gradient case with similar results (Figs. 11 and 12). A com
plete listing of all the intermittency and threshold values for 
each criterion function was documented by Keller (1993). 
The intermittency determined for each criterion function 
from the "dual-slope method" was compared to the eyeball 
method for verification and was always within 5 percent. It is 
apparent from these results that near-wall intermittency val
ues were similar regardless of the criterion function. Only in 
the outer boundary layer were significant differences ob
served. The results from using the temperature based scheme, 
CFl, were consistent with the results from the other single 
signal schemes (CF2 through CF5) for all cases investigated. 
No differences were found using the temperature-based criterion 
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function to support the use of separate thermal intermittency 
factor. 

From the results above the criterion functions were di
vided into two groups, the single signal schemes (CFl through 
CF5) and the correlation schemes (CF6 through CF9). One 
criterion function from each group was selected for further 
investigation. CF2 was chosen from the first group and CF6 
from the second. Each of these criterion functions showed 
the greatest demarcation between the turbulent and nontur
bulent portion of the flow for their respective groups. In 
addition, these two criterion functions are the ones most 
commonly used by researchers. 

Best Criterion Function. Several factors were considered 
for determining which criterion function is the best choice for 
use in the transitional boundary layer. These factors include: 
(1) a sharpness in demarcation between turbulent and non-
turbulent portions of the flow, (2) a small variation of thresh
old value throughout the transition region, (3) a low uncer
tainty in determining the threshold value, and (4) a low 
sensitivity of the resulted intermittency to the uncertainty in 
choosing the threshold value. A single location in the mid-
transition region was selected for detailed comparison of the 
two chosen criterion functions. A location from station 6 for 
y/S* = 1.1 was selected. For this location, both criterion 
functions indicated an intermittency value of approximately 
0.5. 
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A detailed view of the two criterion functions and the 
resultant intermittency function is shown in Fig. 13. The raw 
signals up to 0.5 seconds of Fig. 13 are previously shown in 
Fig. 7. Both criterion functions are of the same order of 
magnitude within the regions labeled A-E in Fig. 13. How
ever, each criterion function weights different areas within 
each region differently. For example, for region E, CF6 
indicates intense turbulent activity toward the end of the 
region with less turbulent activity toward the beginning of the 
region. CF2 indicates the turbulent activity at the beginning 
and end of region E is of the same order of intensity. The 
two different criterion functions do not recognize turbulence 
equivalently; inherent differences exist. It remains to deter
mine which criterion function more accurately represents 
turbulence. Also shown in Fig. 13 is an expanded view of 
each criterion function in order to investigate the detailed 
structure between and within each region. While regions 
A-E are of the same order of magnitude, the expanded views 
show that the areas between these regions are not. CF6 has a 
much sharper demarcation between the turbulent and non-
turbulent portions. This difference results in different varia-
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Fig. 15 Comparison of U + versus Y+ for different criterion func
tions (Re„ = 7.43 x 10s, r = 0.5, baseline case) 

tions of threshold value throughout the transition region for 
each criterion function. For CF2, large variations of the 
threshold value occur. Typically the threshold value is the 
smallest very close to the wall and increases nonlinearly, 
asymptotically approaching a constant value near the edge of 
the boundary layer. An increase of 500 percent is typical. No 
quantitative correlation is found to describe this trend. A 
similar observation was made by Kuan and Wang (1989, 
1990) using the same criterion function (CF2). For CF6, 
negligible variation in the threshold value occur in this study. 
The results from the "dual-slope method" consistently indi
cate an almost constant threshold value regardless of loca
tion. This nature of a nearly constant threshold value is 
especially advantageous in the outer boundary layer in the 
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(duv/dr)2, baseline case 

0.8 - MM • " 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 

y/8 
Fig. 16 Comparison of streamwise Reynolds normal stress for 
different criterion functions (Rex = 7.43 x 105, r = 0.5) 

late transitional and turbulent region because the linear 
slope representing the Gaussian probability density distribu
tion of the nonturbulent portion in the dual-slope diagram 
(Fig. 4) in these regions becomes very short and vague. The 
four factors previously mentioned for determining the best 
threshold value are best satisfied using the Reynolds shear 
stress. This indicates that the Reynolds shear stress is easier 
to implement in transitional flow and more accurately indi
cates the turbulent regions. 

While the intermittency factor for the overall record was 
approximately 0.5 for both criterion functions, the intermit
tency functions displayed in Fig. 13 indicate that regions 
identified as turbulent were not the same for each criterion 
function. For example, region E is identified as two turbu
lent bursts using CF2 but was identified as two large bursts 
with several smaller bursts using CF6. These smaller bursts 
are not picked up as the turbulent portion when CF2 is used. 
Sometimes, using the streamwise velocity may indicate the 
same overall intermittency factor as the Reynolds shear stress 
but analysis of the turbulent and nonturbulent portions will 
most likely not yield the same results. 

To investigate these differences further, 30 points through 
the boundary layer at station 6 were conditionally sampled 
using both criterion functions. Figure 14 shows the distribu
tion of intermittency through the boundary layer. The dis
crepancy in outer boundary layer intermittency is apparent 
for y/8 > 0.4 with T from CF6 being consistently lower than 
T from CF2. For y/8 < 0.4 the intermittency values from 
each criterion function are nearly identical. The conditionally 
sampled mean velocity profiles for each criterion function are 
presented in U+ versus Y+ coordinates and are shown in 
Fig. 15. Both criterion functions result in similar profiles. The 
nonturbulent portions matched the Blasius profile while the 
turbulent portions do not exhibit the logarithmic law-of-the-
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Fig. 18 Intermittency distribution through boundary layer using 
(duv/dr)2, K = 0.07 X 10"6 

wall region. No differences were discernible between the abilities 
of each criterion function to separate the mean velocity. The 
conditionally sampled Reynolds normal stresses are shown in 
Fig. 16 where differences are seen between the results from 
the two criterion functions. For CF2, the peak intensity in 
the nonturbulent portion is 11 percent while the correspond
ing peak intensity for CF6 is 9 percent. Both peak intensities 
occur at approximately y/8 = 0.3. The turbulent part from 
using CF6 indicates higher values in Reynolds normal stress 
than the results from using CF2. Similar results are observed 
for the Reynolds shear stress, - uv/u*2 (not shown here). 
The criterion function using streamwise mean velocity under-
evaluated the Reynolds stresses in the turbulent portion and 
overevaluated them in the nonturbulent portion. 

Intermittency Distributions. Using CF6 as the best crite
rion function, the intermittency distribution through the tran
sition region for each case was determined. The results are 
shown in Figs. 17-20. The results for a fully turbulent bound
ary layer obtained by Klebanoff (1954) are included for 
comparison. The dashed lines in each figure represent the 
uncertainty in determining the boundary layer thickness, 8. 
The uncertainty in the mean streamwise velocity for the 
three-wire sensor is approximately 3 percent, which corre
sponds to an uncertainty in 8 of ±5 percent. This variation 
in 8 results in a large variation in T for the fully turbulent 
profile near the edge of the boundary layer. For the baseline 
case, the intermittency distributions for stations 8 through 13 
are seen to match the fully turbulent profile (within the 
uncertainty band). Station 6 exhibits a peak in intermittency 
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away from the wall similar to that reported by Kuan and 
Wang (1989, 1990), Sohn et al. (1989), and Gostelow and 
Walker (1990). For the acceleration cases of K = 0.07 x 10 ~6 

and K = 0.16 X 10"6 (Figs. 18 and 19, respectively), similar 
observations are made. In the late transitional and early 
turbulent regions intermittency distributions match the fully 
turbulent results of Klebanoff. Peak values in intermittency 
for the early to midtransitional regions occur away from the 
wall at approximately y/S = 0.3 for all three accelerating 
cases. As K increases, the length of transition increases, thus 
allowing more stations to be measured in the transition 
region. For K = 0.16 x 10~6 in Fig. 19, three profiles are 
observed to have intermittency peaks away from the wall. 
These peaks disappear approximately midway through the 
transition region. Visual inspection of the instantaneous cor
relation signals verifies that the frequency of breakdown 
increases to a maximum away from the wall then decreases 
toward zero in the free stream. A similar observation was 
made by Kuan and Wang (1990), who attributed these peaks 
to the overhang of a typical turbulent spot. Blair (1992) did 
not observe the peak in his experiment in a transitional 
boundary layer with a free-stream turbulent of 0.8 percent 
and K = 0.2 X 10 ~6. However, he reported observing a 
near-wall minimum and a peak at about y/S = 0.3 in the 
intermittency distribution in higher turbulence cases (1.9 and 
2.5 percent). Mayle (1991) pointed out the controversy on the 
peak in intermittency distribution across the boundary layer 
and attributed it to the differences in the turbulent flow 
discrimination schemes used to determine intermittency. As 
early as 1958, Dhawan and Narasimha concluded that al-
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Fig. 21 Determination of xs and corresponding representative near 
wall intermittency in r versus x coordinates using the value of r at 
different y/S locations as the representative intermittency 

though the r(_y) variation is probably important to the de
tailed structure of the turbulent motion associated with the 
turbulent spots, the value near the wall is the characteristic 
property for the transition region. These authors believe the 
peak intermittency at about y/S = 0.3 in the early to middle 
transitional boundary layer is real and it reflects the stretch
ing of a turbulent spot away from the wall. This vortex 
stretching is a very important part of the vortex dynamics 
during the early transitional process. 

The general appearance of the intermittency distribution 
across the boundary layer of an accelerated flow is very 
similar to that of a nonaccelerated flow; however, a distinc
tive near-wall minimum exists at about y/S = 0.1 for most of 
the stations even as late as T = 0.9 (Figs. 18 and 19). The 
intermittency value increases at a clear trend toward the wall 
from this minimum, which is not observed in the baseline 
case in Fig. 17. For the strongest accelerating case, K = 0.25 
X 10~6, the intermittency distributions for stations 8 to 11 
are almost identical (see Fig. 20). This implies a strong 
suppression of the growth of turbulent spots. The transition 
process for this case is not completed at the exit of the test 
section of the current facility. 

To find the intermittency factor, T{x), through the transi
tion region, the method first developed by Dhawan and 
Narasimha (1958) was used. Dhawan and Narasimha pro
posed a " universal" intermittency distribution of the form 

T(x) = 1 - exp[-0.412(* -xs)
2/£2] 

where 

£ = xT ' ^ r = f 

The applicability of using this technique in boundary layer 
flows subjected to pressure gradients was discussed by 
Narasimha et al. (1984). 

To determine the start of transition, xs, the following 
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procedure is taken following their recommendations. The 
function ^ - ln(l - T(x)) is plotted versus x and a straight 
line fit to the data between 0.25 < T < 0.75. The x intercept 
is xs. An appropriate value of T(x) to represent the intermit-
tency at each x location must still be determined in light of 
the nonuniform distribution of intermittency across the 
boundary layer. Mayle (1991) stated that most researchers 
who use anemometers to determine the intermittency typi
cally chose the near-wall value to be around y/8 = 0.2. In 
order to look into this issue, three locations were chosen for 
the selection of the representative intermittency value, T(x): 
the location of the intermittency peak (approximately y/8 = 
0.3), the value at y/8 = 0.2 as suggested by Mayle, and the 
value at the local minimum near the wall (y/8 « 0.1) for 
using the peak value of intermittency (note: since the flows 
for K = 0.25 X 10~6 never completed transition in the 

present facility they are excluded from further discussion). 
For K = 0.16 X 10~\ only the results for T{x) > 0.6 fol
lowed a linear relation when plotted in F(T) versus x coordi
nates. The representative intermittency distribution obtained 
from these results are shown in Fig. 2Kb). Too large a 
deviation from the universal distribution is observed for 
K = 0.16 X 10"6 to justify using the peak value in I\ This 
procedure was repeated for the intermittency values obtained 
at y/8 = 0.2 and the results are shown in Figs. 21(c) and 
21(d). The representative intermittency distribution still 
shows a large variation from the correlation of Dhawan and 
Narasimha (1958). The results using the values of intermit
tency obtained from the minimum near the wall (y/8 ~ 0.1) 
are shown in Figs. 21(e) and 21(/). For K = 0.16 X 10~6, 
two linear regions of different slopes are present in the F(T) 
versus x coordinate similar to the results of Narasimha et al. 
(1984) and Blair (1992). Narasimha (1985) termed this sud
den change in flow behavior "subtransition," indicating the 
flow changes from a subcritical to a supercritical state. The 
near-wall intermittency distribution is seen to match the 
"universal" distribution of Dhawan and Narasimha with 
slightly higher values for K = 0.16 X 10~6 in the early transi
tion region. Acharya (1985) and Blair (1992) measured the 
streamwise distribution of boundary layer intermittency for 
flows with K > 0 and both reported a similar observation. 
The results of the near-wall intermittency distributions indi
cate that in order to match the correlation of Dhawan and 
Narasimha (1958), the near-wall value of intermittency at 
y/8 ~ 0.1 should be used instead of at y/8 « 0.2 suggested 
by Mayle (1991). 

Conclusions 
The effects of different criterion functions on the determi

nation of intermittency were investigated for application in 
heated transitional boundary layers with and without stream-
wise acceleration. Nine separate criterion functions were 
investigated for the zero-pressure gradient baseline case and 
three constant K, accelerated cases. The criterion functions 
were classified into two general categories: single signal 
schemes, those based in U, V, and T, and correlation schemes, 
those based on uv, vt, or ut. For the baseline case, criterion 
functions based on the correlation schemes resulted in inter
mittency values 0.14 to 0.38 lower in the outer boundary layer 
region (y/8* > 4.0) than the values found from the single 
signal schemes. Similar differences were found for the accel
erated cases. No differences were found using the tempera
ture based criterion function to support the use of a separate 
thermal intermittency factor in accelerated flows. 

Inherent differences exist between each criterion function's 
turbulence recognition capabilities. Each criterion function 
weights different areas within a turbulent burst differently. 
No differences were discernible between the abilities of each 

criterion function to separate the mean velocity; however, the 
results of using single-signal schemes tended to underevalu-
ate the Reynolds stresses in the turbulent portion and 
overevaluate them in the nonturbulent portion. A criterion 
function based on Reynolds stress, (Suv/dr)2, resulted in 
the sharpest demarcation between turbulent and nonturbu
lent portions of the flow. This criterion function also had a 
negligible variation of threshold value throughout the transi
tion region with the lowest uncertainty in determining the 
threshold value and the lowest sensitivity of the resultant 
intermittency to the variation of the threshold value. These 
results indicate that using the Reynolds shear stress for 
turbulent/nonturbulent discrimination in a heated transi
tional boundary layer is superior to a single velocity or 
temperature scheme. A criterion function based on the 
streamwise velocity, (dl)/ST)2, results in "near-wall" inter
mittency values within 5 percent of the values obtained from 
using (duv/dr)2 and may be easier to implement since only 
a single-wire probe is required. However, this criterion func
tion has a higher uncertainty in determining the threshold 
value and has a higher sensitivity of the resultant intermit
tency to the variation of the threshold value. In addition, 
using the streamwise velocity may indicate the same overall 
intermittency factor as the Reynolds shear stress but analysis 
of the turbulent and nonturbulent portions would not always 
yield the same results. 

Peak values in intermittency for the early to midtransi-
tional regions were found to occur away from the wall at 
approximately y/8 = 0.3 for the baseline case and three 
accelerated cases. A distinctive near-wall minimum in inter
mittency and a clear trend of increasing values of intermit
tency toward the wall from this minimum were observed for 
the accelerating flow cases. To match the universal intermit
tency distribution of Dhawan and Narasimha (1958), the 
values of intermittency at this near-wall minimum y/8 ~ 0.1 
should be used as the representative "near-wall" values. 

Using a digital time derivative is considered superior for 
use as a criterion function to an ideal digital high-pass filter 
since no significant differences are observed between the two 
methods in determining the probability densities of a transi
tional flow and the derivative requires less computational 
time. 
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Bypass Transition in 
Boundary Layers Including 
Curvature and Favorable 
Pressure Gradient Effects 
Recent experimental studies of two-dimensional boundary layers undergoing bypass 
transition have been reviewed to attempt to characterize the effects of free-stream 
turbulence level, acceleration, and wall curvature on bypass transition. Results from 
several studies were cast in terms of "local"boundary layer coordinates (momentum 
and enthalpy thickness Reynolds numbers) and compared. In unaccelerated flow on flat 
walls, skin friction coefficients were shown to match those from a laminar integral 
solution before transition and quickly adjusted to match those from a fully turbulent 
correlation after transition. Stanton number data also matched a correlation in the 
laminar region, but do not match correlation values so well in the turbulent region. The 
data showed that the relationship between skin friction coefficient and momentum 
thickness Reynolds number is unaffected by streamwise acceleration. Stanton numbers 
were strongly affected by acceleration, however, indicating a breakdown in Reynolds 
analogy. Concave curvature caused the formation of Gortler vortices, which strongly 
influenced the skin friction. Convex curvature had an opposite, and lesser effect. The 
location and length of the transition region generally followed the expected trends as 
free-stream turbulence level, curvature, and acceleration were varied; the onset location 
and the transition length were extended by acceleration and convex curvature and 
reduced by concave curvature and enhanced turbulence. When individual cases were 
compared, some inconsistencies were observed. These inconsistencies indicate a need to 
characterize the flows to be compared more completely. Better spectral and length scale 
measurements of the free-stream disturbance would help in this regard. Within the 
transition region, the intermittency data from all the cases on flat walls (no curvature) 
were consistent with an intermittency distribution from the literature. Turbulent spot 
production rates were shown to be mostly dependent on free-stream turbulence, with a 
noted increase in spot production rate due to concave curvature and little effect of 
convex curvature. The acceleration effect on spot production rate was small for the 
cases studied. 

Introduction 

Transition to turbulence is a complex phenomenon, which 
has been studied extensively but is still not well understood. 
A better understanding of transition is needed since the 
transition process is an important factor in determining the 
distribution of heat transfer rates from a surface. On a 
typical gas turbine blade, for example, the transition zone 
may cover a significant fraction of the blade surface, and the 
heat transfer rate will increase several fold through the 
transition zone. It is therefore important to know the loca
tion and length of the transition region as well as the behav
ior of the flow and heat transfer within the transition zone. 

Contributed by the Heat Transfer Committee and presented at the 
ASME Winter Annual Meeting, Anaheim, California, November 8-13, 
1992. Manuscript received at ASME Headquarters March 18, 1994. Asso
ciate Technical Editor: M. G. Dunn. 

The first studies of transition dealt with flows that were 
subject to only small disturbances. Such flows can be studied 
using linear stability analysis. They undergo what is known as 
Tollmien-Schlichting (TS) transition, which involves the 
growth of small perturbations in the boundary layer into 
two-dimensional disturbances known as Tollmien-Schlicht
ing waves. The TS waves eventually become three dimen
sional due to secondary instabilities as they move down
stream. Such instabilities culminate as turbulent spots in the 
boundary layer flow. 

Bypass transition occurs in flows disturbed by finite pertur
bations such as free-stream turbulence, surface roughness, or 
acoustic excitation. Under high free-stream turbulence condi
tions, turbulent eddies in the free-stream are believed to 
buffet the boundary layer, providing a nonlinear transition 
mechanism, which acts either in place of or in combination 
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with the linear growth of disturbances within the boundary 
layer (the operational mechanism when the disturbance level 
is low). During bypass transition, TS transition stages are not 
visible, however. Bypass transition is poorly understood in 
part because it thus far has not been amenable to analysis. It 
is the mode of transition believed to be operational in gas 
turbine engine internal flows. In such flows, turbulence in
tensities of 5 to 20 percent are common. 

The conditions under which bypass transition occurs are 
not well defined. Narasimha (1985) identified the following 
three modes of transition: "disturbance limited" transition at 
77 < 0.1 percent, "turbulence driven" transition at 0.1 per
cent < 77 < 4 percent, and "stability limited" transition at 
77 > 4 percent. The first mechanism is Tollmien-Schlichting 
transition and the third is clearly bypass transition. The 
intermediate 77 cases exhibit some elements of both TS and 
bypass transition. Sohn and Reshotko (1991) present spectral 
measurements taken in boundary layers at six different free-
stream turbulence levels. At the three lowest turbulence 
levels (nominal 0.45, 0.83, and 1.1 percent) evidence of TS 
waves appeared as broadband humps in the spectra at the 
unstable frequencies predicted by linear stability theory. In 
the 0.45 percent case the perturbations in the unstable range 
were amplified at the successive downstream stations, while 
the disturbances outside this frequency range were damped. 
This behavior is in agreement with linear stability theory and 
provides evidence of TS transition. At 0.83 and 1.1 percent, 
however, perturbations at frequencies both within the band 
that was predicted to be unstable by linear theory, and at 
higher frequencies, were amplified. These two cases could be 
considered bypass transition cases since they show deviations 
from linear theory, despite the evidence of TS-type distur
bances at upstream stations. Morkovin (1978) defined bypass 
as "those roads to transition which cannot be identified as 
starting from a known linear instability." It is not clear 
whether the presence of TS waves constitutes sufficient evi
dence to conclude that the "road" or path that ultimately 
resulted in transition began as a linear instability. Either it 
begins as a linear growth, which is modified by the flow to 
produce a much higher growth rate, or it is surpassed by 
another instability, which grows more rapidly. 

An attempt to define bypass transition more sharply be
yond that given above may be futile since the demarcation 
between TS and bypass transition is rather fuzzy. A need is 
recognized for a better understanding of transition at both 
the intermediate and high 77 ranges of disturbances. 

The last few years have seen considerable activity in exper
imental documentation of bypass transition. This paper is an 
attempt to collect and compare this recent work and to 

extract additional useful information from the ensemble. 
This comparison is limited to, nominally, two-dimensional 
boundary layer flows that are known to undergo bypass 
transition. The separate and combined effects of variable 
free-stream turbulence intensity, wall streamwise curvature, 
and free-stream acceleration, as seen in the data, will be 
examined. 

Comparison of Data Sets 

Most data used in this study were taken from Kim and 
Simon (1991), Wang (1984), Sohn and Reshotko (1991), Blair 
and Werle (1980, 1981), Blair (1981a, 1981b), Blair and 
Anderson (1987), Kuan (1987), Kuan and Wang (1990), and 
Rued (1987). Some of the data are also available in shorter 
papers by Wang et al. (1985), Wang and Simon (1987), Kim 
et al. (1994), Kim et al. (1992), Sohn et al. (1989), Blair (1982, 
1983) and Rued and Wittig (1985, 1986)). The strategy for 
comparing the various data sets is to concentrate on dimen-
sionless and integral quantities such as Reynolds numbers 
based upon boundary layer thicknesses, skin friction coeffi
cients, and Stanton numbers. A selection of results from this 
comparison is presented. Additional and more complete 
comparisons are available in Volino and Simon (1991). 

The following section presents the dimensionless quanti
ties employed in the comparison. The acceleration parameter 
k = (v/UjXdU^/dx) has been used to characterize the 
streamwise pressure gradient in most studies. The ratio 9/R 
at the start of transition will be used to characterize strength 
of curvature. The numerator, 0, is the momentum thickness 
and R is the radius of curvature, positive for convex curva
ture. 

A consistent means of describing free-stream turbulence 
level, 77, is lacking in the data set. Some researchers 
have measured only streamwise velocity and present 

turbulence intensity as TI = \u'2 /U^ while others have 
measured all three components of velocity, presenting 

i( u2 + v'2 
con-

2)/3(42- Grid-generated turbulence 
tains considerable anisotropy, especially at upstream loca
tions; thus, the definitions above could lead to measurably 
different TI values for a given experiment. The free-stream 
turbulence, presented in terms of the streamwise velocity, 

77 = \u'2 /U„, is available from all the data sets and could 
be chosen to provide consistency between all studies, but u' 
does not provide as complete a description of the turbulence 
as does an expression with all three components. The total 

Nomenclature 

Cc = skin friction coefficient 
/(•y) = function of intermittency 

v dUa 
k = acceleration = —r 

U2 dx 
n = turbulent spot production rate 
h = dimensionless turbulent spot 

2 
nv 

production rate = —-y 
R = radius of curvature 

Re = Reynolds number 
Ref = length Reynolds number 
Re9 = momentum thickness Reynolds 

number 
Re A 2 

St 

enthalpy thickness Reynolds 
number 
Stanton number 

TI = free-stream turbulence inten
sity: (ID) TI based on stream-
wise velocity only = \u'2/Um; 
(2D) 77 based on two velocity 
components  

= y(i?+2v'2)/3U2;OD) 
TI based on all three velocity 
components  

= y (w'2 + v'2 + w'2)/3U2 

U = mean streamwise velocity 
u' = fluctuating component of U 
v' = fluctuating component of 

cross-stream velocity 
w' = fluctuating component of span-

wise velocity 

x = streamwise coordinate 
y = intermittency 
8 = boundary layer thickness 

S99 5 = 99.5 percent boundary layer 
thickness 

S* = displacement thickness 
A 2 = enthalpy thickness 

0 = momentum thickness 
v = kinematic viscosity 
cr = turbulent spot propagation pa

rameter 

Subscripts 
e = end of transition 
s = start of transition 
oo = free stream 
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free-stream turbulence TI = \A/ 2 + v'2 + w'2 / v/3 LL is a 
better choice when data are available. Using only u' for 
consistency would result in casting out valuable data. Thus TI 
will be based on all three components when they are avail
able. When only u' and v' are available, v' ~ w' will be 

assumed and TI = y (w'2 + 2v' | /3£42 will be computed. In 

cases where only u' is available, 77 = \ u'2 /U„ will be used 
for lack of a better alternative. To distinguish the basis for 
the 77 values quoted in this paper, their numerical values 
will be followed by (ID) for cases based only on «', (2D) for 
cases based on u' and v', and (3D) for cases based on all 
three velocity components. 

The frequency ranges over which reported turbulence in
tensities are measured varies from study to study. Some 
researchers give a value based on the entire spectrum, while 
others apparently filter at some unspecified frequency to 
separate the free-stream turbulence associated with eddy 
motion from low-frequency unsteadiness. Filtering at low 
frequencies can have a significant effect on the reported 77. 
Kim and Simon (1991), for example, reported a low TI case 
with nominal 0.6 percent (2D) free-stream turbulence. The u' 
component based on the entire spectrum was 0.61 percent. 
Spectral analysis shows that a high pass filter at 1 Hz reduces 
this value to 0.36 percent. A high pass filter at 10 Hz reduces 
the value further to 0.116 percent. Filtering out frequencies 
below 20 Hz, which probably still does not eliminate any 
frequencies associated with eddy motion, reduces the re
ported 77 to 0.069 percent. The effect of filtering at higher 
turbulence intensities is not as severe as for the 0.61 percent 
case described above, but is still significant. Kim and Simon's 
nominal 8 percent (3D) 77 case had a u' value of 7.509 
percent based on the entire spectrum. With a high pass filter 
at 10 Hz this was reduced to 7.198 percent, and with a filter 
at 20 Hz it was reduced to 6.885 percent. It is not clear at this 
time what effect the low-frequency unsteadiness has on tran
sition. If the low-frequency unsteadiness and the higher-
frequency turbulent eddy motions have similar effects on 
transition, then there is no need to attempt to separate the 
77 into low- and high-frequency components. If the low 
frequencies do not play a role in transition, however, then 
they should not be included in the reported free-stream 
turbulence levels. If a cutoff frequency is used to separate 
the components, it must be chosen carefully, as is evident 
from the discussion of the sensitivity of TI to cutoff given 
above. Further work is needed on this question. Future 
studies should include complete documentation of the free-
stream spectra to very low frequencies, such as 0.1 Hz. 

The location at which TI is to be specified also must be 
consistent. Especially in high free-stream turbulence, the TI 
level decays significantly with streamwise distance and a 
single value may not be representative of values for the 
entire test section. In accordance with the practice of Abu-
Ghannam and Shaw (1980), the published TI level in this 
report is based on the measured level midway between the 
transition start location and the leading edge. This results in 
slightly different values in this report than those presented 
with the various data sets upon which this study is based. 
Most authors chose to use values measured at the leading 
edge. When the end of transition is being discussed, the TI 
levels midway between the transition end and the leading 
edge are given. 

For complete documentation of a data set, the length 
scales and spectra associated with the free-stream turbulence 
should be specified. Though it is not yet clear how these 
scales affect the flow, the value of this documentation will 
surely emerge as more is learned. Spectral measurements 
have been presented in a few studies of the data sets used 
herein, but in the majority of cases, such measurements are 

• • A- • Kim Tl=0.3 (3D) - - * • - Kuan 0.9 (2D) • • x- - Sohn 6.6 (1D) 

- • • • • . Kim 1.5 (3D) - • •& • Sohn 0.45 (1D) - • • - Blair 0.165 (3D) 

• • • • • Kim 8.3 (3D) • • «• • Sohn 0.83 (1D) • • o • Blair 1.25 (3D) 
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Fig. 1 c, versus Re„, flat wall, unaccelerated cases 

lacking. Even in those studies where spectral measurements 
were made (e.g., Kim and Simon, 1991, and Sohn and 
Reshotko, 1991) spectra are usually only presented for 
streamwise velocity fluctuations, which provides only a partial 
description since the free-stream is somewhat anisotropic. 

In previous studies, data are often presented in terms of 
the spatial position, x, or its dimensionless value, Re^.. This is 
convenient since the streamwise location of any measure
ment station is easily found. It would be more appropriate 
for the purpose of comparing cases, however, to present data 
in terms of "local" boundary layer coordinates, coordinates 
that describe the maturity of the flow, rather than merely the 
position of the measurement point. This is particularly true 
after transition, where the development of the flow changes, 
and, thus the position relative to the leading edge position 
loses significance. Several local coordinates for describing the 
fluid mechanics, including 8995, S*, and 0, are possible. The 
momentum thickness, 6, is chosen for all hydrodynamic com
parisons. The enthalpy thickness, A2, is used for heat trans
fer comparisons. 

Skin Friction. The skin friction coefficient, Cj-, is plotted 
versus Ree in Figs. 1-3. Figures l1 shows the results of 
flat-wall, zero-pressure-gradient cases. Before transition, c, 
follows the laminar solution, and, after transition, it matches 
a fully turbulent correlation from Schlichting (1979, Eq. 
(21-12)). Within transition, most of the data appear reason
able, showing the expected trend toward earlier transition as 
TI is increased. There is, however, some unexpected behav
ior apparent in Fig. 1. The 0.68 percent (ID) TI case of 
Wang et al. undergoes transition after Kim and Simon's 0.3 
percent (3D) case. Kuan and Wang's 0.9 percent (2D) case 
starts transition after Sohn and Reshotko's 0.83 percent (ID) 
and 1.1 percent (ID) cases, but then crosses these two cases 
and Sohn and Reshotko's 2.6 percent (ID) case in the transi
tion region. Sohn and Reshotko's 2.6 percent (ID) case 
appears out of order with respect to Kim and Simon's 1.5 
percent (3D) case and the 2.2 percent (ID) case of Wang et 
al. There appears to be some transition behavior that is not 
fully explained by the 77 values given. There must be some 
other factors, possibly the effects of turbulence spectra or 
length scales, which could differ substantially between two 
cases with the same 77 (ID) value. It is important to recog
nize that such variability exists among this array of carefully 
conducted experiments. The 0.68 percent (ID) case of Wang 
et al. and Kim and Simon's 0.3 percent (3D) case, for exam-

'For clarity, only first authors' names appear in the figure legends. 
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Fig. 2 c, versus Re„, curved wall cases 
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Fig. 3 c, versus Re„, accelerated cases with TEXSTAN solutions 

pie, were conducted in the same facility under approximately 
the same conditions. The facility was modified between these 
studies, however, to reduce vibration effects from the wind 
tunnel fan. This may have changed the nature of the free-
stream turbulence in an unexpected manner, resulting in the 
observed behavior. 

Figure 2 shows the effect of curvature on skin friction. In 
Wang and Simon's (1985) 0.68 percent (ID) 77 cases, weak 
curvature (R = 180 cm, B/R = 2.49 X 10~4) delayed transi
tion as expected, but stronger curvature (R = 90 cm, 0/R = 
4.68 X 10"4) caused transition to shift back upstream. The 
R = 90 cm case may have developed more secondary flow 
due to stronger curvature which, in turn, may have had the 
small effect on transition needed for the observed trend. At 
77 = 2 percent (ID) (0/R = 1.96 X HT 4 and B/R = 4.45 X 
10~4) convex curvature had little effect on transition. The 
effect of concave curvature is obvious. At 77 = 0.6 percent 
(2D) (R = - 9 7 cm, B/R = -1.84 X 10"4) streamwise 
(Gortler) vortices developed in the laminar boundary layer 
and persisted through transition. The results at the upwash 
and downwash locations of these vortices were very different 
from one another and from the convex and flat-wall cases. At 
the downwash locations in particular, cf was well above the 
fully turbulent correlation line even after transition was com
plete. The upwash data appear to more or less agree with the 
flat wall data. It may be that transition starts at the upwash 
in a similar manner to that on the flat wall, at least in terms 
of Re9 . The flow in the downwashes may be prematurely, in 

terms of Rew, tripped to turbulence by another mechanism, 
possibly associated with instability at the upwash positions of 
the Gortler vortices. 

Figure 3 shows the effects of acceleration on cf using 
Blair's (1981b) data. The skin friction coefficient, Cr, in 
transition was calculated in this study from Blair's velocity 
profile data by estimating rJU/r/y at the wall. After transi
tion, Blair gives Cj- obtained using the Clauser technique. 
There is considerable scatter in the transition region data 
due to the uncertainty involved in computing the wall velocity 
gradient dU/dy. Agreement with the empirical correlations 
for unaccelerated flow is good in both the laminar and fully 
turbulent regions. Crawford's TEXSTAN program (an up
dated version of Crawford and Kays'(1976) STAN 5 program), 
which was used with a mixing length closure model, predicted 
higher cy values in terms of Re„ for accelerated cases in both 
laminar and fully turbulent flow. This is particularly apparent 
in Fig. 3 for the fully turbulent, k = 0.75 X 10~6 simulation. 
Blair's data tend to agree with the TEXSTAN predictions in 
the laminar region. The data fall above the unaccelerated 
flow correlation but below the TEXSTAN predictions in the 
fully turbulent region. 

Heat Transfer. The effects of free-stream turbulence and 
acceleration on Stanton number are shown in Figs. 4 and 5. 
Figure 4 shows Stanton number plotted versus enthalpy 
thickness Reynolds number, ReA2, for the unaccelerated, flat 
wall cases. Also show are laminar and turbulent correlations 
obtained using a solution procedure from Ambrok as de
scribed by Kays and Crawford (1993, p. 286). Most of the 
experimental data were taken directly from the referenced 
studies, but Blair's (1981a) data do not include enthalpy 
thickness in the transition region. These values were calcu
lated by integrating the Stanton number data provided. Be
fore transition, the match to the laminar solution is good. 
After transition there is considerable deviation from the 
turbulent correlation. The higher TI cases match the correla
tion best. The behavior of the Stanton number is somewhat 
different than that of the skin friction coefficient (Fig. 1). 
The cf data match the turbulent correlation relatively quickly 
after transition. A review of Blair's (1981a) data in Fig. 4 
shows that St is lower in the turbulent flow for lower 77 
cases. The data of Wang et al. (1989) indicate unusually low 
St in the transition and fully turbulent region. Wang et al. 
presented an energy balance for this case based upon tunnel 
centerline values. It deviated somewhat from two-dimen
sional closure at downstream locations. Off-centerlinc Stan
ton number measurements from this case show steep span-
wise gradients in the transition zone and Stanton numbers as 
much as 13 percent above the centerline values in the fully 
turbulent zone. There may have been significant cross-stream 
transport in the streaky transitional zone, which led to a 
deviation from two dimensionality. The deviations from an 
energy balance are large enough to explain the trajectory of 
Stanton number data after the onset of transition in Fig. 4. 

Acceleration effects are shown in Fig. 5. Stanton number 
data are plotted versus ReA2 for Blair's (1981b) accelerated 
flow cases. The data follow the laminar correlation (which 
was derived for unaccelerated flow) before transition. Also, 
TEXSTAN solutions show only a slight deviation of the 
accelerated solutions from the unaccelerated laminar solu
tion. In and after transition, the effects of acceleration in the 
data are very apparent. At TI ~ 2 percent (3D), higher 
acceleration clearly delays transition. This delay is even more 
apparent when the data are plotted in St versus x coordi
nates (Blair and Werle, 1981). Downstream of transition, 
high-acceleration cases show a rapid drop in St with increas
ing Re&2. TEXSTAN simulations of fully turbulent cases at 
the two acceleration values are in good agreement with the 
trends of the experimental data. 
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Table 1 Transition start and end based on Stanton number 
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Fig. 4 St versus R e i 2 , flat wall, unaccelerated cases 
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Fig. 5 St versus Re a , accelerated cases with TEXSTAN solutions 

The Location of Transition. The location of the transi
tion zone can be determined by a number of methods. Kuan 
and Wang (1990) list the following seven: 

1 The origin of the turbulent boundary layer, obtained by 
extrapolating the turbulent boundary layer thickness back 
to zero. 

2 The point of minimum skin friction coefficient. 
3 The point at which the near-wall intermittency reaches a 

prescribed small value, for example, y(x, y ~ 0) = 0.1. 
4 The streamwise location of minimum dynamic pressure at 

a small, fixed distance from the wall. 
5 The point at which the shape factor (8*/6) deviates from 

the laminar flaw value of 2.6. 
6 The first occurrence of a breakdown of TS transition as 

indicated by a complex waveform overriding the sinu
soidal signal (applies more appropriately to low distur
bance cases). 

7 The first appearance of a turbulent streak or turbulent 
spot. 

An additional criterion for heat transfer cases is the point of 
minimum heat transfer (minimum St). The data sets under 
consideration allow determination of the transition location 
by use of Stanton number data and intermittency profiles. 

Study Tl start R«Xs 

X10"6 

Reo8 
Tlend Rex, 

x10"6 

Ree„ no 

X10 1 1 

K i m 
(1992) 

0.3 (3D) 0.884 620 0.3 (3D) 1.379 - 1,88 K i m 
(1992) 1.5 (3D) 0.264 322 1.5 (3D) 0.710 1017 2.32 
K i m 
(1992) 

concave R— 
97 cm 
downwash 0.6 (2D) 0.276 441 0.6 I2D) 0.491 832 9.97 

K i m 
(1992) 

upwash 1.5 <1D) 0.217 - 1.5 (ID) 0.336 - 32.6 

Wang 
(1984) 

0.3 (1D) 1.15 760 - - - -Wang 
(1984) 0.68 (1D) 1.05 750 0.68 (1D) 2.16 2100 0.374 
Wang 
(1984) 

2.2 (1D) 0.195 336 2.2 (1D) 0.513 948 4.56 

Wang 
(1984) 

convex 
R-180 cm 

0.69 (1D) 1.72 981 0.69 (1D) 2.55 1864 0.669 

Wang 
(1984) 

convex 
R-180cm 

2.2 (1D) 0.226 349 2.1 (1D) 0.578 1014 3.72 

Wang 
(1984) 

convex R»90 
cm 

0.70 (1D) 1.65 882 0.73 (1D) 2.24 1610 1,32 

Wang 
(1984) 

convex R=90 
cm 

2.2 (1D) 0.256 367 2.2 (1D) 0.605 1019 3,78 

Sohn 
and 
Reshotko 
(1991) 

0.45 11 Dl 0.894 660 0.45 (1D) 1.67 - 0.766 Sohn 
and 
Reshotko 
(1991) 

0.83 (1D) 0.423 448 0.83 (1D) 1. 1480 1.38 
Sohn 
and 
Reshotko 
(1991) 

1.1 (1DI 0.358 419 1.1 (ID) 0.90 1601 1.57 

Sohn 
and 
Reshotko 
(1991) 2.6 (1D) 0.271 406 2.6 (ID) 0.571 1065 5.12 

Sohn 
and 
Reshotko 
(1991) 

6.0 (1D) - - 5.6 (1D) 0.380 885 -

Sohn 
and 
Reshotko 
(1991) 

6.6 (1D) - - 6.5 (1D) 0.229 588 -
Blair and 
Werle 
(1981) 

k- 0.2x10"6 0.93 (3D) 0.86 480 0.82 (3D) 2.3 1500 0,499 Blair and 
Werle 
(1981) k- 0.2X10"6 2.0 (3D) 0.29 365 1.9 (3D) 0.70 897 3.63 

Blair and 
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(1981) 
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Blair and 
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119801 
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Blair and 
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Fig. 6 Transition start and end based on St, flat wall, unacceler
ated cases 

Skin friction data were also available, but in most cases such 
data were too sparse for accurate determination of the tran
sition location. From the Stanton number data, the beginning 
of transition was taken as the point of minimum Stanton 
number value. The end of transition was taken as the local 
maximum following this minimum. The corresponding Ree 
and TI were determined by interpolating or extrapolating the 
available data from the velocity profiles and free-stream 
turbulence measurements. The results, listed in Table 1, are 
plotted in Fig. 6. Also in the figure are the empirical curves 
of Abu-Ghannam and Shaw (1980). These curves are based 
on older studies, which determined the transition start and 
end locations on the minimum skin friction coefficient, the 
minimum dynamic pressure near the wall, and flow visualiza
tion. Also shown in Fig. 6 are onset correlations from Mc-
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Table 2 Transition start and end based on y 

Study Tl start R«x8 

x10"6 

R°8S 
Tlend R«xe 

X10"6 

R«e» ha 
X101 1 

Kim (1992) 0.3 (3D) 0.686 620 0.3 (3D) 1.94 1627 0.412 Kim (1992) 
1.5 (3D) 0.277 332 1.5 (3D) 0.757 1104 2.01 

Sohn and 
Reshotko 
(1991) 

1-1 (ID) 0.264 347 1.K1D) 0.822 1362 1.48 Sohn and 
Reshotko 
(1991) 2.6 (1D) 0.139 247 2.6 (1D) 0.527 954 3.06 

Blair and 
Ander
son (1987) 

k. 

0.2x10"6 

0.93 (3D) 0.892 489 0.82 (3D) 2.19 1398 0.594 Blair and 
Ander
son (1987) k-

0.2x10"6 

2.0 (3D) 0.174 262 1.9 (3D) 0.707 912 2.19 

Blair and 
Ander
son (1987) 

k. 

0.75x10'6 

1.9 (3D) 0.401 325 1.6 (3D) 2.84 934 1.23 

Blair and 
Ander
son (1987) 

k-

0.75x10"6 

5.3 (3D) 0.019 90 4.2 (3D) 0.491 655 3.40 

Kuan and 
Wang 
(1990) 

0.9 (2D) -0.094 0.9 (2D) 1.231 1591 0.262 

Present 
study 

concave 
R«-97 cm 
downwash 0.6 (2D) 0.350 361 0.6 (2D) 0.468 586 see 

below 

Present 
study 

mid-vortex 

0.6 (2D) 

0.353 363 

0.6 (2D) 

0.467 E00 
see 
below 

Present 
study 

upwash 

0.6 (2D) 

0.356 403 

0.6 (2D) 

0.472 686 

see 
below 

*Tu rbulent Sp ot Propaga tion Rate s for T l= 0 .6% (2D) Concave-Wal l Case 

effective no 
at transition 

x10 1 1 

start 
effective h o x i o 1 1 

at transition end 

effective overall 

i i c x i o 1 1 

upwash 5.87 91.7 33.0 
mid-vortex 11.7 105.2 35.4 
downwash 14.2 93.4 34.2 

Donald and Fish (1973) and Van Driest and Blumer (1963), 
which are in reasonable agreement with the Abu-Ghannam 
and Shaw (1980) correlation. The correlations differ by as 
much as Ree = 100, but this is small compared to the scatter 
in the experimental data. The agreement between the experi
mental data and the correlations for zero-pressure-gradient, 
flat wall cases in Fig. 6 is reasonable. Given the variability in 
specifying the 77, described above, no better fit could be 
expected. The following can be stated from the curved-wall 
and accelerated flow cases in Table 1: (1) In the curved wall 
cases, the limited amount of data makes it difficult to draw 
any clear conclusions. The expected trends of convex curva
ture delaying transition and concave curvature causing a 
shorter transition zone are supported, but more experimental 
evidence would be desirable. (2) Favorable pressure gradi
ents on flat walls appear to have little effect on the transition 
location in terms of Ree . This agrees with the findings of 
Abu-Ghannam and Shaw (1980), who showed only a small 
acceleration effect on transition onset. Transition is delayed 
significantly in terms of x and Rex, however. 

A second method of determining transition location, bas
ing it on intermittency, is next discussed. The method pre
sented herein is based on Narasimha's (1984) theory, which 
is, in turn, derived from Emmons' (1951) theory of turbulent 
spots. The highest y value in the y versus y profile at each 
streamwise measuring station in a test was selected and used 
to calculate the function 

/ ( y ) - ( - l n ( l - y ) ) 
1/2 

(1) 

versus x. In most of the flat-wall cases the data lie along a 
straight line, although some exceptions were seen at low y 
(particularly in accelerated flow) in a region Narasimha (1984) 
referred to as "subtransition." To determine the start and 
end of transition, attention was focused on the data points 
downstream of any subtransition. A least-squares fit to these 
data points was extrapolated to / = 0 and / = 2.146, which 
correspond to y = 0 and y = 0.99, respectively. The corre
sponding x values at the two extrapolated points were taken 
as the locations of the start and end of transition, xs and xe, 
respectively. Re„, Re^ and 77 at the indicated xs and xe 

were found using the original data sets. The results for 

H Kim T l .0 .3 (3D) * Blair 1.9 (3D), k » 0 . 7 5 x 1 0 " 6 

O Kim 1.5 (3D) A Blair 5.3 (3D), k = 0 . 7 5 x 1 0 " 6 

m Kuan 0.9 (2D) - N a r a s i m h a m Kuan 0.9 (2D) - N a r a s i m h a 

O Sohn 1.1 (1D) • Concave 0.6 (2D), upwash 

• Sohn 2.6 (1D) k Concave 0.6 (2D), mid-vortex 

+ Blair 0.93 (3D), k .0 .2x10-6 • Concave 0.6 (2D), downwash 

(8 Blair 2.0 (3D), k =0.2> i o - B 

y 

uu -

80 -_ 

60 J 

t ' O S ' 

; 
uu -

80 -_ 

60 J 
\ 

40 ~ 

20 

/ 1 -
40 ~ 

20 A \ 

0 " —1 r*-H*t 

* • 
• '-

-0.5 -0.1 0.3 0.7 
(x-x s)/(xe-x s) 

Fig. 7 Intermittency profiles 

1.1 1.5 

several studies representing both unaccelerated and acceler
ated flows are presented in Table 2. The extrapolation tech
nique could not be applied in a straightforward manner to 
new data taken by the authors along a concave wall (under 
the conditions of Kim and Simon's (1991) 0.6 percent (2D) 77 
concave-wall case, in which Gortler vortices were observed). 
This new data, when plotted as fiy) versus x, did not lie 
along a straight line. The trajectory of fiy) versus x changed 
slope in the middle of the transition region. Thus, xs and xe 

were determined in this case using two extrapolations. The 
data near the start of transition were extrapolated to fiy) = 0 
to determine xs, and the high y data were extrapolated to 
fiy) = 2.146 to find xe. This was done at three spanwise 
locations for this case, corresponding to the upwash, down-
wash, and midvortex locations of the Gortler vortices. Such 
data are given in Table 2. There is no reason to expect the 
intermittency-based transition start and end to correspond 
exactly with the point of minimum heat transfer, but agree
ment with the Stanton-number-based transition locations of 
Table 1 and Fig. 6 is reasonable. In the cases where the 
Stanton number and intermittency-based results do not agree 
(e.g., when xs < 0 by the extrapolation technique) it must be 
remembered that the choice of extrapolating to y = 0 and 
y = 0.99 is somewhat arbitrary and that the intermittency 
based xs and xe are still acceptable and useful for further 
intermittency processing. The negative value of xs is merely 
an artifact of the technique. 

Intermittency. The intermittency within the transition 
zone is plotted as a function of the dimensionless streamwise 
coordinate (x - xs)/ixe - xs) in Fig. 7. The abscissa is a 
modified version of Dhawan and Narasimha's (1958) coordi
nate. Dhawan and Narasimha used ix — xs)/ixe - xs) where 
xs is taken at y = 0.25 and xe is taken at y = 0.75. Here, xs 

is taken at the extrapolated y = 0 location and xe at the 
extrapolated y = 0.99 location. The modification was done to 
give x estimates that are closer to the actual start and end of 
transition. The change was purely algebraic; the theory re
mains exactly as Dhawan and Narasimha presented it. 
Dhawan and Narasimha present a formula that, when modi
fied to take the changed abscissa into account, is 

(2) y = l - exp - 4 . 6 

This curve is plotted along with experimental data in Fig. 7. 
Unaccelerated and accelerated cases agree well with the 
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analytical curve. Results presented by Gostelow and Walker 
(1991) show that the agreement is also good for adverse 
pressure gradient cases. New data taken by the authors along 
a concave wall indicate that the theory does not always hold 
when curvature effects are introduced. Although it is possible 
to force any two data points from an experimental case to fit 
the theoretical curve (through appropriate choice of xs and 
xe), it is impossible to fit all the concave-wall data to the 
theoretical curve. This behavior is believed to be due to a 
change in the transition mechanism associated with the 
Gortler vortices in the low-77, concave-wall case. For the 
concave cases, transition occurs earlier than on the flat wall. 
From Fig. 7, we can also say that it tends to progress more 
slowly, in a relative sense, during early transition and more 
quickly during later stages of transition, compared to flat-wall 
behavior. High- 77, unaccelerated cases were not included 
here because intermittency values could not be measured for 
these cases. 

Turbulent Spot Formation Rate. The production and 
growth of turbulent spots in the transition region can be 
predicted according to Dhawan and Narasimha's (1958) the
ory. As given by Mayle (1991), 

y = l - exp ~~i]~(x~x°y (3) 

where n is the turbulent spot production rate and a is the 
turbulent spot propagation parameter. A dimensionless spot 
production rate, h, is defined as nv2/U?. The velocity, Us, is 
the free-stream velocity at the start of transition. The prod
uct no- is directly related to the length of the transition zone. 
Given the location of the transition start and no-, it should 
be possible to calculate the location of the end of transition 
and the intermittency within the transition region. From the 
discussion above, one can show 

4.6 

(R e*e~R eJ 
(4) 

in unaccelerated flow, where R e ^ and Re , are taken at 
y = 0 and y = 0.99. A single value W ha is applied through 
transition. For accelerating flows, Mayle (1991) proposed a 
formulation based on the work of Chen and Thyson (1971). 
He replaced o_ by the modified propagation parameter 
aUs/U, where U is an average free-stream velocity for the 
transition zone. This results in 

4.6Uv2 

2Tl3 (xe-xs) U-
(5) 

Using the Stanton-number-based data from Table 1, no-
were calculated and plotted verses 77 in Fig. 8. Also shown is 
an empirical curve given by Mayle (1991), which is based on 
flat-wall, unaccelerated-flow data. This curve is recom
mended by Mayle for application to gas turbine flows. The 
unaccelerated data in Fig. 8 tend to agree with the trend of 
Mayle's curve. The two lowest 77 cases do not follow Mayle's 
curve, but these are at a lower 77 than is generally of interest 
for gas turbine work. 

The accelerated flow cases shown in Fig. 8 deviate some
what from the correlation. Acceleration causes a lower spot 
propagation rate, although the differences between the accel
erated cases and the correlation are not excessive for the 
cases shown. 

Curved wall cases are also shown in Fig. 8. Convex curva
ture appears to have little effect on spot propagation. Wang 
and Simon's data are in reasonable agreement with the flat 
wall correlation. Concave curvature appears to have a signifi
cant effect on ha. Kim and Simon's 0.6-1.5 percent 77 cases 
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Fig. 8 Turbulent spot production rate based on St 

show h approximately 15 times higher than the flat wall 
correlation at the same 77. It is not clear what effect concave 
curvature would have at higher 77. One can speculate that 
the effects seen might persist, somewhat, to higher free-
stream turbulence levels, but experimental evidence does not 
yet exist to support this speculation. Kim and Simon reported 
a concave-curved, high-77 case (77 = 8.3 percent), but be
cause of the very early transition experienced in this case, no 
intermittency data during transition could be obtained. 

Spot propagation data based upon intermittency are given 
in Table 2 and plotted in Fig. 9. They are consistent with the 
Stanton-number-based data discussed above. The agreement 
of the intermittency data with Narasimha's theory in Fig. 7 
suggests that the choice of a single h a for the entire transi
tion region is appropriate for the flat wall cases. For the 
concave-wall case, however, the local effective ha values 
increase as one moves downstream through transition. The 
first three y values in each of the three concave-wall curves 
in Fig. 7 were used to determine an effective local ha at the 
start of transition. Similarly, the last two y values in each 
curve were used to determine an effective local ha for the 
end of transition. These are presented in Table 2 for the 
upwash, downwash, and midvortex locations of this case. In 
Fig. 9, all the concave wall ha values are seen to lie 
significantly above Mayle's correlation and the flat wall data, 
in agreement with Fig. 8. The effective ha increases by an 
order of magnitude between the beginning and end of transi
tion. An effective overall h a is also presented, based on the 
extrapolated Rex and Re_,. given in Table 2. 

Conclusions and Recommendations 

Local coordinates (ReA2 and Re„) used in the various 
comparisons were useful in reducing and comparing the data. 
Data in the laminar and fully turbulent regions of the flow 
matched the expected correlations well in these coordinates. 
An overshoot above the turbulent correlations after transi
tion, seen in x or Re.x coordinates, was eliminated when 
using these local coordinates. In using local coordinates (A2 

and 6), the problem of a shift in virtual origin due to 
transition is eliminated. 

The variation in the location of the transition region from 
case to case could not be completely explained by the 77 
level and other documented evidence alone. Other effects 
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such as variability of the spectra and length scales of the 
free-stream turbulence or other uncontrolled variables must 
have played a role in the transition process and, thus, would 
have resulted in additional case to case variations. These 
factors should be investigated and free-stream turbulence 
documentation should be more complete in future experi
ments. 

The practice of reporting a single value for the free-stream 
77 is insufficient. Future experiments should include docu
mentation of the frequency ranges over which reported 77 
values are measured, presentation of spectral distributions of 
power, and computation of length scales. Some consensus 
should be reached regarding standardization of reported 
values. 

The intermittency values in the transition region of the flat 
wall cases, including those with streamwise pressure gradi
ents, closely follow the behavior predicted by Dhawan and 
Narasimha (1958). This was true even for those cases that 
show unexpected behavior in other comparisons. Recent ex
periments on concave walls show deviation from this behav
ior, however. The intermittency behavior in curved-wall cases 
should be studied further. 

Curvature was seen to play a significant role in transition. 
Convex curvature tended to delay transition at lower 77 
values. Concave curvature shifted the transition zone up
stream and, for low 77 values, introduced three dimensional
ity in the form of Gortler vortices. Transition began at the 
Gortler vortex upwashes, proceeding along a path similar, in 
terms of Ree, to that seen in flat-wall cases. The behavior at 
the downwash locations was significantly different, however, 
showing transition at lower Ree values. Further investigation 
of curved-wall cases should proceed. 

Acceleration has a pronounced effect both on transitional 
and turbulent flow behavior. Acceleration appears to en
hance the breakdown in Reynolds analogy during transition. 
The transition onset position in terms of momentum thick
ness Reynolds number for the accelerated flow cases matches 
the flat wall cases, however. Further investigation of acceler
ation effects, including the combined effects of curvature and 
acceleration, should be made. 

The turbulent spot formation rate was found to depend 
strongly on the free-stream turbulence level. Agreement with 
Mayle's (1991) empirical correlation was reasonable for the 
flat wall cases considered. Convex curvature had little effect 
on the spot formation rate, but concave curvature caused a 
significant increase in the spot formation rate in Kim and 

Simon's low-77 (0.6 percent (2D)) case. Acceleration appears 
to have a relatively small but still noticeable effect of de
creasing the spot formation rate in the cases considered. 
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Experimental and Theoretical 
Investigations of Heat Transfer in 
Closed Gas-Filled Rotating Annuli 
The prediction of the temperature distribution in a gas turbine rotor containing closed, 
gas-filled cavities, for example in between two disks, has to account for the heat transfer 
conditions encountered inside these cavities. In an entirely closed annulus, forced 
convection is not present, but a strong natural convection flow exists, induced by a 
nonuniform density distribution in the centrifugal force field. Experimental investiga
tions have been made to analyze the convective heat transfer in closed, gas-filled annuli 
rotating around their horizontal axes. The experimental setup is designed to establish a 
pure centripetal heat flux inside these annular cavities (hot outer, and cold inner 
cylindrical wall, thermally insulated side walls). The experimental investigations have 
been carried out for several geometries varying the Rayleigh number in a range usually 
encountered in cavities of turbine rotors (107 < Ra < 1012). The convective heat flux 
induced for Ra = 10n was found to be a hundred times larger compared to the only 
conductive heat flux. By inserting radial walls the annulus is divided into 45 deg 
sections and the heat transfer increases considerably. A computer program to simulate 
flow and heat transfer in closed rotating cavities has been developed and tested 
successfully for annuli with isothermal side walls with different temperatures giving an 
axial heat flux. For the centripetal heat flux configuration, three-dimensional steady-state 
calculations of the sectored annulus were found to be consistent with the experimental 
results. Nevertheless, analysis of unsteady calculations show that the flow can become 
unstable. This is analogous to the Benard problem in the gravitational field. 

Introduction 

The development of gas turbines toward higher gas tem
peratures at the turbine inlet with a simultaneous increase of 
compressor pressure ratio is a promising trend to increase 
their thermal efficiency. In connection with this trend, atten
tion is being paid to the mechanically and thermally stressed 
parts of the gas turbine. To estimate these stresses a proper 
evaluation of temperature distributions in units and compo
nents operating in the hottest zones is required. In such a 
zone temperature nonuniformities may lead to considerable 
supplementary stresses, the permissible value of which is also 
determined by the temperature level. 

At present only an approximate estimation of the tempera
ture distribution in a gas turbine rotor containing gas-filled 
enclosures (Fig. 1) is possible. In those cavities a strong, free 
convective flow is induced. This convection is caused by the 
buoyancy force corresponding to centrifugal acceleration and 
temperature differences of the cavity walls. Such a flow 
increases the heat transfer throughout the cavities consider
ably. 

In the past many theoretical and experimental investiga
tions have been carried out to study the heat transfer in 
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Rotating enclosure in a turbine rotor 

rotating enclosures with a throughflow of cooling fluid, e.g., 
Ong and Owen (1991), Farthing et al. (1992), and Owen et al. 
(1985). For sealed cavities with a purely free convection flow, 
the known theoretical and experimental investigations per
tain mainly to constant-temperature walls, and are limited to 
qualitative descriptions of the convective processes. These 
investigations differ with respect to the direction of the heat 
flux in the cavity (Fig. 2). 
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Fig. 2 Configurations of rotating enclosures 

Most of the investigations have been done for an axially 
directed heat flux applied on a cylindrical rotating enclosure 
shown in Fig. 2(1). Kapinos et al. (1981) have performed 
experimental investigations on heat transfer in an enclosure 
as described above. They pointed out the influence of Corio-
lis forces on the fluid motion and compared their experimen
tal results with numerical investigations given by Harada and 
Ozaki (1975). Abell and Hudson (1975) conducted experi
ments on an oil-filled rotating cylinder. They deduced a 
correlation between the Nusselt number and the temperature 
difference between the hot and cold wall of the cylindrical 
cavity and the rotational Reynolds number. Chew (1985) also 
did numerical investigations on heat transfer in these enclo
sures, producing computations consistent with the experi
mental results achieved by Abell and Hudson (1975). 

Investigations on rotating annular cavities, as in Fig. 2(11), 
have been conducted by only a few authors. Most of these 
studies are not even performed under conditions encoun
tered in turbomachinery. Miiller and Burch (1985) obtained 
measurements of the transient natural convection in an axi
ally heated rotating annular enclosure simulating geophysical 

conditions. Similar experimental studies are reported by 
Hignett et al. (1981). 

Considering the heat transfer in a cavity such as that 
shown in Fig. 2(111), Lin and Preckshot (1979) calculated the 
temperature, velocity, and streamline distribution. Zysina-
Molozhen and Salov (1977) analyzed experimentally the in
fluence of rotational speed and various thermal conditions on 
heat transfer in a rotating annular enclosure. The heat flux 
applied on the test rig was directed centripetally and pho
tographs were taken, showing the flow pattern inside the 
enclosure. They note the absence of any regular fluid circula
tion contours in the cavity. 

However, there is still a lack of knowledge on rotating 
sealed cavities, bounded by an outer and an inner cylindrical 
wall and operating under conditions valid for gas turbines. 

At the Institute of Steam and Gas Turbines at the Techni
cal University Aachen experimental and theoretical investiga
tions have been carried out studying the influence of heat 
flux direction and geometry on the convective heat transfer 
inside such enclosures. The development of a computer code 
to simulate free convection flow in rotating annuli is de
scribed in a previous paper (Bohn et al., 1994), and results 
are presented for the axial heat flux situation as given in Fig. 
2(11). 

In this paper experimental and numerical results of con
vective heat transfer in a rotating closed annulus with radial 
heat flux (Fig. 2(111)) are presented for conditions very close 
to turbomachinery operation. 

Analyzing the basic conservation equations of mass, mo
mentum, and energy (see below), it can be demonstrated that 

N u = / ( R a , R e > P r , / / / r m , V m ) (1) 
The Nusselt number (Nu) is defined as the ratio of the heat 
flux throughout the cavity to that flux that would occur in 
solid-body rotation without any motion relative to a corotat-
ing frame of reference; Nu is thus equal to one for no 
convection and is greater than one when convection takes 
place. The rotational Reynolds number (Re) has its origin in 
the Coriolis force terms in the momentum equations. The 
rotational Rayleigh number (Ra) is the product of the Grashof 
number and the Prandtl number and is related to the buoy
ancy term in the radial momentum equation. The Prandtl 
number is a combination of fluid properties and does not 
change significantly due to temperature variations. 

Nomenclature 

H 

thermal diffusivity 
distance between lateral side 
walls 
specific heat at constant 
pressure 
distance between outer and 
inner cylindrical walls 
distance between hot and 
cold wall (L = H for heat 
flux directed radially, L = b 
for heat flux directed axi
ally) 
pressure 
heat flux from the outer to 
the inner cylindrical wall 

= heat transfer by conduction 
alone 

r = radius 
gas constant 

T = temperature 
AT = temperature difference be

tween hot and cold cylindri
cal wall 

L = 

P 

q 

R 

(x, r, <p) = axial, radial, circumferential 
coordinates 

(u, v, w) = relative velocity components 
in (x, r, <p) directions 

a = section angle 
A = thermal conductivity 
p, = dynamic viscosity 
p = density 
co = angular velocity of the cavity 

Ec 
O-'m) 

AT 
Eckert num

ber 

Gr 

Pr 

rm -co2-AT- L? • p2 

Grashof number 

= Prandtl 
A p • a 

number 
Ra = Gr • Pr = Rayleigh number 

p- wrm- L 
Re 

number 

Reynolds 

Nu = = Nusselt number 

Subscripts 
c = cold 
h = hot 
i = inner 

m = arithmetic mean 
max = maximum 
min = minimum 

o = outer 
red = reduced 
SB = solid body 

w = water 
0 = reference 

Superscripts 

n = time level 
v = iteration level 

176 / Vol. 117, JANUARY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Experiments 

Apparatus. The experimental investigations of heat 
transfer in sealed rotating cavities were performed on three 
different geometric configurations A, B, and C. The test 
fluid contained in the enclosures is air. The dimensions of 
the enclosures are given in Fig. 3. 

Test configurations A and B are closed annuli rotating 

X 

b , 

A 

CO 

z3^ 
Cavity ri 

[mm] 
ro 

[mm] 
H 

[mm] 
b 

[mm] 
a 

[-] 

A 125 355 230 120 -

B 125 240 115 120 • 

C 125 240 115 120 45° 
Fig. 3 Dimensions of the annular cavities 

around their horizontal axes. The radius of the inner cylindri
cal wall as well as the width of the annular cavity are the 
same for both configurations A and B. Only the radius of 
the outer cylindrical wall differs for these geometries. The 
geometric dimensions of the test cavity C are identical to B, 
but eight radial walls divide the annulus into 45 deg seg
ments. The separation walls do affect the development of the 
flow in circumferential direction inside the enclosure. This is 
to study the influence of Coriolis forces on heat transfer. 

The experimental investigations on all three configurations 
were performed at the test rig shown in Fig. 4. This cross 
section of the experimental apparatus shows the annular 
cavity of configuration A. The annulus is formed by two 
rotor disks with a cylindrical ring on the upper radius be
tween them. The rotor shaft forms the inner cylindrical wall 
of the annulus. Heat input into the cavity is accomplished by 
an electrical heater placed at the outer radius of the annulus. 
To enable a homogeneous temperature distribution at the 
heater surface, the heater is made of a copper ring with a 
heating wire embedded into a helical groove. Power supply 
for the electrical heater is realized by a slipping brush assem
bly. Heat is removed out of the cavity by the water-cooled 
rotor shaft. The water enters the rotor shaft by a rotary 
transmission leadthrough, flows to the cooling bottom, and, 
concentric to the inflow, back out to a drain housing. Both 
lateral surfaces of the annulus are thermally insulated. The 
heat insulating panels are made of a bounded honeycomb 
sandwich construction. The honeycomb consists of an 
aramid-fiber paper treated with a heat-resistant phenolic 
resin. Both bounded face sheets consist of a phenolic resin 
prepreg. Using this sandwich construction, a thermal conduc
tivity of the heat insulating panels is achieved, which is 
virtually as little as that of air. The cavity can be pressurized 
while running the rotor by using a labyrinth housing. The 
rotor shaft is driven by a DC motor using a belt drive. 
Measurements of the rotational speed are accomplished by 
mounting a perforated disk on the shaft and using a coil to 
produce a voltage spike when one of the perforations passes 
it. Double bearings are installed at the ends of the rotor 
shaft, enabling steady rotation. 

Heat fluxes from the outer cylindrical wall to the working 
fluid and from the working fluid to the inner cylindrical wall 
are determined by measuring the temperature differences 
across a thermal resistance (Fig. 5). 

The thermal resistance consists of an epoxy layer held 

Heat Insulation Heated Copper Ring Annular Cavity 

Telemetry Unit Rotary Transmission 
Leadthrough 

(Cooling Water Inlet) 

Slipping-Brush Assembly 
(Digital Data to RS 232 C) 

Bearing Housing Thermal Cooling Bottom Bearing Housing 
Resistance 

Fig. 4 Cross section of the experimental apparatus 

Stationary drain housing 
(Cooling water outlet) 
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Cooling Bottom 

Water Flow Canals 

Fig. 5 Heat flux measuring device 

between the rotor shaft and a steel tube concentric to it. The 
conductivity and thickness of the layer are chosen so that a 
sufficient temperature drop can be obtained due to the 
expected heat fluxes. Temperatures are measured using 
thin-film resistance thermometers of platinum (5 X 5 X 0.3 
mm) installed prior to pouring the epoxy layer. Nine ther
mometers are located across the length of the thermal resis
tance on its outer and inner surface. The temperature distri
bution on the rotor surface inside as well as outside the 
enclosure, is recorded by an additional 18 thin-film ther
mometers. A telemetry unit, fixed on one end of the rotor 
shaft, registers the analogue signals of the resistance ther
mometers and converts them into digital. The digital data are 
transmitted out of the telemetry unit to an interface of a 
personal computer (RS 232 C) by a slipping-brush assembly. 
The digital circuit can measure the absolute temperature of a 
resistance thermometer to an accuracy of 0.01° C. 

The dimensions of cavity configuration B on this experi
mental apparatus are realized only by mounting a smaller 
heated cylindrical ring between the two rotor disks. This also 
gives the basic dimensions of configuration C. In contrast to 
cavity B, cavity configuration C is not an annulus, but it is 
divided into 45 deg segments by eight heat insulating panels 
(thickness of 10 mm). 

Procedure. During the experiments, the rotor speed, the 
cavity pressure, electric current to the heater, and the mass 
flow rate of cooling water were kept at constant levels. The 
maximum rotor speed is set up to 3500 rpm. The maximum 
cavity pressure is set up to 4 bar. The maximum temperature 
at the outer heated cylindrical wall is varied up to 100° C. 
The minimum temperature at the cooling bottom is fixed by 
the cooling water, which is taken from a water tap (about 
15° C in summer and 8° C in winter). 

Experimental test loops are continued until thermal condi
tions reach steady state. Data from all measuring points are 
recorded repeatedly at intervals of two minutes. To meet the 
criterion of steady-state conditions the relative rate of tem
perature changes should not exceed 1 percent for tempera
tures of about 10° C and 0.1 percent for temperatures of 
about 100° C during an observation period of ten minutes. 
The heat flux throughout the cavities is calculated from the 
measured temperature drop across the epoxy layer of known 
thermal conductivity. 

Experimental Results. The governing equations (Eqs. (4) 
to (8), see below) make clear that the Nusselt number de
pends mainly on three dimensionless parameters, i.e., the 
Prandtl number, the rotational Rayleigh number Ra, and the 
rotational Reynolds number Re. The geometry is given by the 
two ratios H/rm and b/rm. (For configuration C the section 
angle occurs additionally.) In the present study the Prandtl 
number was not varied. Therefore, no information is ob
tained from the experiments regarding the dependence on 
Pr. Consequently, for a given fluid and a specified geometric 
configuration, i.e., for fixed H/rm and b/rm ratio, it might 
be expected that 

Nu = / (Ra , Re) (2) 

Since 

Ra = ( A T / T J • (H/rm) • Re2 • Pr2 (3) 

it is apparent that for a fixed value of AT/Tm the Re number 
cannot be treated as an independent variable. Due to the 
permissible temperature levels of the epoxy layer in the 
experimental setup, the ratio AT/Tm can only be varied in a 
small range. Furthermore, it was found that the values of 
kT/Tm that could be realized in experiment decrease contin
uously as the Ra number increases. Therefore, for all three 
cavity configurations A, B, and C, we only consider the 
Nusselt number's dependence on the rotational Rayleigh 
number and give a correlation equation for the correspond
ing Re number. 

Values were obtained from the experiments for the tem
perature distribution at the cavity walls at different heat 
fluxes, rotational speeds, and cavity pressures. The surface 
temperatures of the heater and the thermal resistance were 
virtually isothermal. Only in a very narrow region at the 
lateral ends of the thermal resistance did the temperature 
differ from the mean surface temperatures, but by no more 
than 1.5 K and only for very large rotational speeds. How
ever, the local heat flux along the length of the thermal 
resistance is virtually constant. Average surface temperatures 
were calculated and used throughout the analysis of the heat 
transfer results. Although this introduces some error into the 
results, it is not expected to have a significant influence on 
the Nusselt number. 

The heat loss through the insulating lateral walls was 
estimated from the temperature drop across the walls of 
known thermal conductivity. The heat loss decreases with 
higher rotational speeds due to the friction on the outer 
rotor surface. For low rotational speeds of about 250 rpm the 
heat loss is about 20 percent of the total heat input. At high 
rotational speeds of about 3500 rpm this amounts to no more 
than 10 percent. In spite of varying rotor speed and cavity 
pressure at constant Ra and Re numbers, the Nu numbers 
were always reproducible in a maximum range of ± 1 per
cent. 

The influence of the radiative heat transfer on the heat 
flux throughout the cavity was calculated. For Nusselt num
bers higher than 30, this amounts to no more than 2 percent 
of the total heat flux and, therefore, has not been taken into 
account. 

In Figs. 6, 7, and 8 the Nusselt number is shown as a 
function of Ra for cavity configurations A, B, and C, respec
tively. The experimental points meet satisfactorily the straight 
line, which is calculated from the data by means of a least-
squares fit. The figures show that the heat transfer depends 
strongly on the Rayleigh number. 

In Fig. 9 results for configurations A and B are compared. 
With the reduction of the outer radius the distance L be
tween hot and cold walls is reduced, which is a very sensitive 
parameter for natural convection flows. Note that Ra ~ L3 

and Re ~ L. The ratio H/rm and the ratio b/rm are also 
changed by the reduction of the outer radius. Thus, without 
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further information it is not possible to separate the influ
ences of the parameters mentioned above on Nu. However, it 
is noteworthy that Nu does not change very much due to this 
geometry variation. Note that for the same Ra, Re in case B 
is nearly twice that in case A. 

A numerical study has been performed to show the influ
ence of the ratio b/rm on heat transfer. Increasing b by a 
factor of 2 decreases Nu by about 4.7 percent, and, when 
increased by a factor of 3, Nu was found to be 7.6 percent 
smaller. Although these calculations have been done for 
configuration C at Ra = 109, similar results may be expected 
for cases A and B. Therefore, it is believed that the b/rm 

ratio (which changes only by 34 percent from case A to case 
B) has only a weak influence on Nu. 

In Fig. 10 configurations B and C are compared. The only 
difference between the two geometries is the insertion of 
radial separation walls in case C, but this does not affect the 
other dimensionless parameters given in Eq. (1). 

J* 40 

§ 
3 
Z 

109 1010 

Ra number 
Fig. 9 Comparison of cavity configurations A and B 
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I I I IIIII 1—I I I IIIII 1—I I I I I I 

107 108 1011 1012 109 1010 

Ra number 
Fig. 10 Comparison of cavity configurations B and C 

The insertion of separation walls attenuates the relative 
circumferential velocity inside the cavity, resulting in a de
crease of the radial component of the Coriolis force (see Eq. 
(6)). In the previous paper (Bohn et al., 1994) it was pointed 
out that Coriolis forces have a dampening effect on the flow. 
Thus, attenuating the Coriolis forces by inserting separation 
walls, the natural convection flow inside the cavity is 
strengthened so that the heat transfer increases. This is 
confirmed by the results shown in Fig. 10. 

Numerical Investigation 

Although the geometry of the cavities under consideration 
is quite simple, the flow is characterized by a complex inter
action of convection, viscous forces, pressure forces, buoy
ancy effects, and Coriolis forces. In the previous paper (Bohn 
et al., 1994) flow structure and heat transfer have been 
analyzed for the axial heat flux situation, and special atten
tion has been given to the buoyancy and Coriolis forces, 
which were found to be the most important terms to deter
mine the heat transfer. 

In the present case of a pure centripetal heat flux an 
additional difficulty occurs: The temperature gradient is in 
the opposite direction to the centrifugal force, and the flow 
in basically unstable. 

A similar, well-known situation is found in the gravita
tional field: a fluid layer between two horizontal plates, 
where the temperature at the bottom surface is greater than 
the temperature at the top wall. In that case the temperature 
gradient is in the opposite direction to the gravitational 
force, and an unstable flow called Benard convection occurs. 
It is known from literature that in this case the flow pattern 
also depends on the thermal boundary conditions of the side 
walls and the initial conditions (see, for example, Liang et al., 
1969). 

From our experiments, no information about the flow 
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structure and only a little information about the thermal 
conditions at the side walls can be obtained. Therefore, for 
the time being we restrict our numerical analysis to the 
idealized case of adiabatic side walls and isothermal cylindri
cal walls. Although this is not a detailed investigation of the 
flow pattern inside our test cavity, it may highlight some basic 
features of this type of flow and can be considered as a basic 
case that is independent of special thermal conditions at the 
side walls. 

Basic Modeling Assumptions. The radial heat flux was 
modeled assuming the temperatures at the cylindrical walls 
were different but uniformly distributed, while all other walls 
(the two side walls and the separation walls in radial direc
tion) were assumed to be adiabatic. 

The computer program solves the conservation equations 
for mass, momentum, and energy. All computations were 
carried out for air, the density is calculated by the ideal gas 
law, and all other properties are treated as functions of 
temperature . Some common assumptions for natural convec
tion flows are made: In the viscous terms of the momentum 
equations the compressibility is neglected because the veloci
ties at this type of flow are very small. In the energy equation 
the influence of the dissipation and pressure changes are 
assumed to be negligible too, due to very small Eckert 
numbers (Ec < 0.1). The flow is assumed to be laminar in the 
range of Gr numbers considered. The previously presented 
results verify this assumption for the axial heat flux situation; 
see Bohn et al. (1994) for a more detailed discussion. 

Governing Equations. The steady-state governing equa
tions are derived and declared comprehensively by Bohn et 
al. (1994). Now, the code has been extended to simulate 
unsteady flow. The dimensionless form of the equations 
reads: 

dp 1 

d't f 

dpuf dpvf dpw . 
— + — + — I = o 

dx df dip 
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Herein the Re number occurs within the Coriolis terms, 
while the Ra number is related to the buoyancy term. The 
dimensionless variables marked with an overbar result from 
the following definitions: 

_ a 0 
u = u • — ; p 

_ Po " ao 
P p = p • Po; 

T = T • AT + Tm; A = A - A 0 ; p, = JL • p,0; 

x = x • L; r = f • L; t = "t 
L2 

An 

The fluid properties A0, a0, p0, p0, cp0 are evaluated for Tm 

as the reference temperature (Tm = 0.5(7), + Tc), see Fig. 
2(111)). They have also been used to calculate the values of 
Re, Ra, and Pr. To obtain the reduced pressure defined by 

Pred =P - PSB 

the radial momentum equation for a rotating solid body at 
constant temperature is used: 

+ PSB • <» • r = 0 
dr 

PSB 
PSB 

R- Tm 

Numerical Procedure. The system of coupled differential 
equations is solved numerically with a finite volume scheme. 
A nonuniform staggered grid is defined, with T and p being 
calculated at the main grid points and u, v, w being calcu
lated at locations midway between the main grid points. In 
the employed "hybrid" differencing method upwind differ
encing is used for the convective terms when the cell Peclet 
number is greater than 2, otherwise central differencing is 
used for these terms. 

The unsteady pressure correction is based on an iteration 
procedure defined by Patankar and Spalding (1972). From 
the momentum equations (not considering the source terms) 
for the time step n (Eq. (9)) and for the actual time iteration 
(Index v, Eq. (10)) 

= -Vp" - (v" • V ) p • v" + p • V 2 v" 

(9 ) 

= -Vp" - (v* • V)p • v* + p • A2v* 

(10) 

an equation for the unsteady pressure correction p' can be 
derived (by neglecting the convective and diffusive terms), 

1 

p V" - p y" ' 

At 

p V* - P y « - 1 

At 

V V = — ( V - p v * ) and p" = p' + p" (11) 

where the continuity equation is used. Equat ion (11) has to 
be solved for the velocity field v* resulting from Eq. (10). 
The iteration process has to be continued until p' is suffi
ciently small. At this time the velocity field v* is the correct 
velocity field for the new time level v" and the pressure p" is 
the correct pressure p". 

Theoretical Results for the Closed Rotating Sectored 
Cavity (Steady-State Calculations). In the first instance we 
restricted ourselves to the sectored geometry (Configuration 
C ) because the number of grid points required in circumfer-
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ential direction is considerably smaller in that case. The 
calculations were carried out on a numerical grid containing 
about 36,000 grid points. Because the experiments gave 
steady-state results we started the numerical simulation with 
a steady algorithm keeping in mind that the flow might be 
unsteady. A more detailed discussion of the unsteady behav
ior of the flow is given below. 

Figure 11 shows a comparison of the Nu numbers taken 
from experiment and from numerical (steady) simulation for 
a wide range of Ra numbers. Over the entire range the 
numerically calculated Nu numbers are slightly greater than 
those achieved by experiment. One reason for this deviation 
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Fig. 11 Comparison of Nu obtained from experiment and from 
numerical simulation for various Ra 

is the boundary condition of the side walls, which were 
treated as adiabatic for the numerical simulation. By adding 
the heat losses of the side walls to the heat transferred 
throughout the thermal resistance at the inner radius of the 
cavity the Nu numbers obtained from experiment increase by 
about 10 to 20 percent. Thus, the difference between experi
ment and numerical calculation becomes much smaller and 
the steady numerical algorithm was found to be a sufficient 
predictor of the heat transfer. 

As a typical example, Fig. 12 shows the flow field in radial 
and circumferential direction for three axial positions and 
the temperature distribution for the medium axial position. 
The calculation was carried out for air for Tm = 330.3 K, 
which gives a Prandtl number of 0.70. In all three axial 
positions the fluid circulates in boundary layers, and nearly 
no motion occurs in the core region. The flow pattern does 
not change significantly in the axial direction. 

In Table 1 the maxima and minima of the velocity compo
nents at the medium axial position are compared. The axial 
velocity component is significantly smaller than the radial 
and circumferential component. At other axial positions the 
results are similar. This makes it clear that the mean flow 
takes place in the r-<p plane. 

The direction of rotation of the flow can be explained with 
the Coriolis and buoyancy terms in the radial momentum 
equation (Eq. (6)). An estimation of the order of magnitude 
shows that the buoyancy term and the Coriolis term are 
much greater than the convective and diffusive terms (V <K 
mrm and fi/p -« &>r̂ , respectively). At the hot wall T is 

a) Flow field in the r • m - nlane at x / h = 0.001 b) Flow field in the r - <p • plane at x / h = 0.5 

radial side wall at a = 0° 

radial side wall 
at a = am n v 

c) Flow field in the r - (p - plane at x I h = Q.W> d) Temperature distribution (x / b = 0.5) 

Fig. 12 Flow pattern at x / b = (0.001, 0.5, 0.999), temperature distribution at x / b = 0.5 in a rotating 
cavity (Ra = 4.86 x 107, Re = 3.00 x 10*) 
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Table 1 Comparison of the maxima and minima of the velocity 
components at medium axial position in the cavity (Ra = 4.86 x 10 , 
Re = 3.00 x 104) 

direction max. size [m/s] min. size [m/s] 

axial 0,11 -0,071 

radial 0,893 -0,821 

circum
ferential 0,78 -0,70 

48 

unsteady radial 
calculation 

steady radial calcu
lation 

unsteady axial 
calculation 

2* 30 
-, 1 1 1 , 1 1 1 1 . | 1 1 r-

simulation time [sec] 
Fig. 14(a) Development of Nu for the axial and radial heat flux 
configurations 

section angle [degree] 
Fig. 13 Heat transfer at the hot and the cold cylindrical wall at a 
medium axial position (Ra = 4.86 x 107, Re = 3.00 x 104) 

greater than zero, giving a negative buoyancy term. There
fore, the Coriolis term must be positive to balance the 
buoyancy term, which effects a positive circumferential veloc
ity component at the hot wall. At the cold wall the buoyancy 
term is positive and, therefore, the Coriolis term and the 
velocity component in the circumferential direction have to 
be negative. 

Moving from the cold wall to the hot wall along the radial 
separation wall at a = 0, the fluid has a nearly constant 
temperature T « 0.5 (Tmax + rmin) (Fig. \2d). A large posi
tive temperature gradient occurs when the fluid reaches the 
hot wall. Similarly, near the cold wall at a = amax a large 
negative temperature gradient occurs. In the core itself a 
nearly constant temperature is found, where heat is con
ducted neither in the radial direction nor in the circumferen
tial direction. Thus, the heat transfer is strictly determined by 
convection in the boundary layers. 

In Fig. 13 the distribution of the local Nu number at the 
hot outer and the cold inner cylindrical wall of the rotating 
annulus is plotted for a medium axial position. At the outer 
cylindrical wall most of the heat is transferred in the region 
where the cold fluid reaches this wall (great temperature 
gradients occur, see Fig. \2d). Moving along the hot wall the 
fluid is warmed up. Therefore, the heat transfer (represented 
by the local Nu) decreases. Due to the edge vortex in the 
corner of the hot wall and the radial wall at a = amax (see 
Figs. Yla,b,c), fluid with a lower temperature is transported 
back to the hot wall. This effect leads to an increase of the 
local Nu number in this region. Similarly, at the cold inner 
cylindrical wall an analogous effect is found at a = 0. 

Results of Unsteady Calculations for a Rotating Closed 
Cavity. To identify some more basic features of this type of 
flow, unsteady calculations have been carried out for a spe
cial test geometry (H/b = 1, rm/b = 3, section angle a = 45 

simulation time [sec] 
Fig. 14(b) Distribution of the maximum time residuum for the axial 
and radial heat flux configurations 

deg). This geometry is quite favorable for the comparison of 
the axial and radial heat flux situations because the charac
teristic length for the buoyancy effects, i.e., the distance L 
between the hot and cold walls, is the same in both cases. 
Thus, Re and Ra are the same for the two kinds of heat 
fluxes. Calculations are carried out for an axial and a radial 
heat flux (for Tm = 575 K, Ra = 8 X 105, Re = 6 X 104). 
Both calculations were started at t = 0 with a relative veloc
ity field equal to zero and heat conduction as an initial 
condition for temperature field. 

To ensure time accuracy, the time step At was set very 
small. A CFL number defined by 

CFL = u • At/Ax 
u = maximum relative velocity in the flow field 

A* = minimum distance of two grid points 

may be used to characterize the unsteady conditions. This 
number was smaller than one for the unsteady calculations. 
The calculation of the radial heat flux configuration shown in 
Fig. 14 took more than 10,000 time steps. 

In Fig. 14(a) the Nu number at the hot wall versus the 
time is plotted for the unsteady calculation of the axial heat 
flux configuration and the steady and unsteady simulation of 
the radial heat flux configuration. 

In the axial case it can be seen that the unsteady calcula
tion converges to steady state rather quickly. In Fig. 14(b) the 
distribution of the maximum time residuum from the conser
vation equations for each time step is plotted. In the axial 
case a strong increase of the residuum occurs at the begin
ning of the simulation followed by a continuous decrease. 
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The time-dependent distribution of Nu (Fig. 14 a) for the 
radial heat flux configuration is irregular during the whole 
simulation time of 18 seconds. A more detailed flow simula
tion was not performed because of drastically increased CPU 
time requirement. The calculation was performed on an IBM 
3090 Computer using the vector facilities and required more 
than 10 CPU hours. Additionally, Fig. 14(a) shows the value 
of Nu calculated with the steady state algorithm. For the 
unsteady calculation it is not possible at this time to deduce a 
tendency, i.e., whether the flow will converge to steady state 
or become periodic or even remain irregular. 

An unsteady behavior of natural convection flow is well 
known from the Benard convection. This type of flow can be 
approached by the rotating annulus with radial heat flux 
direction by setting a very large rm/H ratio. The angular 
velocity co must fit the condition that the centrifugal acceler
ation (o2rm equals the gravity acceleration. The Coriolis 
forces are negligible for this extreme situation. 

It is reported by many authors that the flow pattern of 
Benard convection changes significantly several times with 
increasing Ra number. For Ra < 1700 no fluid motion at all 
is observed. At Ra numbers of about 104 a steady two-dimen
sional flow is established. With further increases of the Ra 
number the flow becomes periodically unsteady, then irregu
larly unsteady (thermals rising from the bottom and the top 
surface) and at last fully turbulent. (See Tritton, 1988, for 
details and further references.) 

Summary and Conclusions 
Investigations have been carried out on convective heat 

transfer in closed annuli rotating around their horizontal 
axes. A pure centripetal heat flux throughout the cavities was 
applied by heating the outer and cooling the inner cylindrical 
wall. Both lateral walls of the annular cavities were thermally 
insulated. 

Measurements have been performed varying the Rayleigh 
number in a range usually encountered in the gas-filled 
cavities of gas turbine rotors (107 < Ra < 1012). Varying the 
ratio from H/rm = 0.96 to H/rm = 0.63 yields no significant 
influence on the Nu number. With the annulus divided into 
sections, by inserting radial separation walls, the influence of 
the Coriolis forces is reduced, resulting in an increase of heat 
transfer. 

Theoretical investigations for the basic case of isothermal 
cylindrical walls and adiabatic side walls have been made for 
the sectored annular cavity. The calculations were carried 
out using a steady-state numerical algorithm. The results 
obtained for the convective heat transfer are consistent with 
the experiments. 

In addition, unsteady calculations have been carried out 
for an axial and centripetal heat flux applied on the rotating 
annulus. For the axial heat flux steady-state conditions were 
reached rather quickly. For the centripetal heat flux, within 
10 hours CPU time, no prediction can be made about whether 
the flow will become periodic, steady, or remain irregular. 

The numerical results show that the flow inside the cavity 
may be affected by instability phenomena. From the experi
ments no information can be obtained about the flow struc
ture. However, the heat losses through the side walls, which 
were inevitable during the experiment, could serve to stabi

lize the flow and to establish steady-state conditions. On the 
other hand, Zysina-Molozhen and Salov, who took pho
tographs from the flow inside a rotating cavity with cen
tripetal heat flux, note the absence of any regular fluid 
circulation contours. 

Further experimental and theoretical investigations should 
work out the conditions for instability and show the influence 
of the thermal boundary conditions of the side walls on the 
flow and the heat transfer in the cavity. 
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An Advanced Method of 
Processing Liquid Crystal 
Video Signals From Transient 
Heat Transfer Experiments 
A new method of processing the liquid crystal color change data obtained from transient 
heat transfer experiments is presented. The approach uses the full-intensity history 
recorded during an experiment to obtain an accurate measurement of the surface heat 
transfer coefficient at selected pixels. Results are presented for a model of a turbine 
blade cooling passage with combined ribs and film cooling holes. The implementation 
of the technique and the advantages to be gained from its application are discussed. 

Introduction 
Thermochromic liquid crystals exhibit wavelength-de

pendent reflectivity that changes with temperature. They are 
particularly suitable to the measurement of surface tempera
ture over a complete area and have been used by many 
workers from different research groups to measure heat 
transfer coefficients. The crystals are supplied in a robust 
encapsulated form and are glued to the surface to form a 
layer between 10 and 20 /am thick. This temperature-sensi
tive coating is typically illuminated from a diffuse source and 
the reflected light monitored with a color CCD camera. 

Two methods of measuring heat transfer coefficients are 
commonly used. The steady-state method, described by 
Baughn et al. (1989) and Hippensteele and Russell (1984), 
employs an electrical heater to provide a uniform heat flux 
boundary condition. The second method affects convective 
heat transfer by using a flow that is at a different tempera
ture to the starting temperature of the test section (Ireland 
and Jones, 1986). The technique discussed here is based on 
the change in the optical signal from the temperature-sensi
tive coating during a transient heat transfer experiment. 

Theory 
Transient heat transfer measurements are made by expos

ing a model made from a thermal insulator to a flow at a 
different temperature. The surface temperature is analyzed 
under simplifying assumptions about the conduction process 
to yield the local heat transfer coefficient (Clifford et al., 
1983). In the analysis, the conduction process is assumed to 
be one dimensional since, under experimental conditions, 
heat conducted in the direction parallel to the surface can be 

Contributed by the International Gas Turbine Institute and presented 
at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters March 10, 1993. Paper No. 93-GT-282. Associate 
Technical Editor: H. Lukas. 

neglected compared to the heat flow normal to the surface. It 
is also reasonable to assume that the gas temperature change 
is accurately represented as a step function and that the 
thermal properties of the perspex do not change, as the 
model warms up, throughout the experiment. Liquid crystals 
are used to measure the surface temperature and the re
sponse of the crystal coating is recorded with a standard 
video system. The technique uses a video recording of the 
luminance signal to determine the surface temperature. The 
present work has concentrated on the automatic processing 
of video signals obtained from transient heat transfer experi
ments. The analysis method is unique in that it uses a record 
of the variation of the optical signal throughout a transient 
experiment. Other methods have processed image data from 
selected frames and used the surface color to calculate the 
temperature. Applications of the latter method have been 
reported by Camci et al. (1992) and Akino et al. (1988). Both 
methods are independent of the local strength of illumina
tion, which usually varies over the surface of the model. 

The intensity history was used by Davenport (1989) and 
Wang et al. (1990) to produce detailed distributions of local 
heat transfer coefficient. The intensity variation is shown at 
four selected locations in a model of a cooling passage in Fig. 
1. The temperature-sensitive coating used by Wang (1991) 
consisted of a mixture of two encapsulated liquid crystals, 
which exhibited color play over two narrow temperature 
ranges. The redundancy introduced by the extra time mea
surement enabled the effect of the heat capacity of a coating 
of copper grains to be accounted for. The experimental times 
elapsed from the start of the test to the peak intensities were 
used in the analysis of video data at selected pixels. A similar 
double crystal approach was used by Vedula and Metzger 
(1991) to measure the heat transfer driving gas temperature 
as well as the local heat transfer coefficient downstream of a 
row of film cooling holes. The new method is an extension of 
this approach but is intrinsically more accurate. The improve-
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TIME(SECOND) 

Fig. 1 Measured intensity histories at different locations employ
ing two types of liquid crystal 

ment in accuracy is achieved by using the full local intensity 
history to calculate the local heat transfer coefficients. 

In order to explain the monochromatic processing tech
nique used, a brief description of the tristimulus method of 
representing color is given in the following. The three signals 
from photosensitive detectors, which receive light through 
red, green, and blue filters are taken to be sufficient to 
represent color (Watt, 1989). The signals R, G, and B can be 
calculated from the illumination spectrum, £(A), and re
flectance spectrum, MA), by performing the following inte
grals: 

R= T E(\)R(k)r(\)d\ 
J — cc 

/
as 

E(\)R(\)g(K)d\ 

/

CO 

E(\)R(\)b(\)dX 
— cc 

(1) 

(2) 

(3) 

where /-(A), g(A), and 6(A) are the filter transmissivities. In 
the case of the signal from a liquid crystal coated surface, the 
reflectance, MA), is a function of temperature. To indicate 
this dependence, we will replace the surface reflectance with 
MA, T) from this point. 

Both the NTSC (American) and the PAL (European) 
broadcasting standards use three signals that are linearly 
related to R, G, and B. Only the Y signal, defined as 

Y = 0.299R + 0.587G + 0.1145 (4) 
is used when the video signal is processed in a monochrome 
sense. It should be noted that the current method uses the Y 
signal, although it could be used to process the other color 
variables such as hue. 

32 34 36 38 

Tcmperalurc(Celsius) 

Fig. 2 Liquid crystal calibration 

Equations (l)-(4) show that the intensity value Y is a 
function of the lighting MA), the liquid crystal reflectance 
MA, T), and the camera response. Assuming that the illumi
nation at different locations on the surface varies only in 
total power and not in normalized spectral distribution (e(A), 
defined as MA)//), Y can be rewritten 

-00 

Y=I*J e(A)/?(A, T)(0.299r(A) 

+ 0.587i'(A) + 0M4b(\))d\ (5) 
which can be abbreviated 

Y = IXC[T] (6) 

Hence, the measured Y signal as the liquid crystal changes 
color is a function of the surface temperature and is propor
tional to the local lighting level. An example of a measured 
double crystal coating response is given in Fig. 2. Two liquid 
crystals are shown reaching their peak intensities at 30.5° C 
and 36.5° C. It is clear from the above that the absolute 
intensity level may vary with local lighting but the shape of 
the curve will be the same at all surface locations. 

Earlier methods for processing monochrome signals from 
transient experiments have used one (or at most two) identi
fiable points on the intensity history to determine the surface 
temperature. For instance, Wang (1991) used the peak inten
sities from a double crystal coating in an automated image 
processing procedure. The basis of the new method is to 
utilize the entire calibration curve to process the data from 
transient heat transfer tests. During a transient heat transfer 
experiment, the surface temperature history is a function of 
the initial temperature, TinilM, the gas temperature, T the 
thermal product of the substrate, \Jpck, and the local heat 
transfer coefficient h. The surface temperature, TO), can be 
expressed as 

7X0 = T(t " » •* g a s ' T, initial > pck \ (7) 

Nomenclature 

c = specific heat capacity 
C = intensity function, Eq. 

(6) 
e(A) = normalized illumination 

spectrum 
E{k) = illumination intensity 

spectrum 
h = heat transfer coefficient 
/ = local lighting intensity 

k = conductivity 
n = number of intensity 

samples 
r(A), g(A), £>(A) = red, green, and blue fil

ter functions 
MA) = surface reflectance 

R,G, B = red, green, and blue 
signals 

/ = time 
T = surface temperature 

Y = intensity (or luminance) 
signal 

j8 = see Eq. (8) 
A = wavelength 
p = density 

Subscripts 

gas = gas 
initial = initial 

1,2 = measurement locations 
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Fig. 3 Comparison of the intensity history at two locations 

2 4 6 8 10 

TIME(SECONDS) 

Fig. 4 Intensity data after scaling 

where / represents time. When the expression for tempera
ture from the equation above is used in Eq. (5), the intensity 
history Y(t) is now a function of parameters /, h, 7^as, initial > 
and the properties of the substrate. It would be possible to 
use the spectral response of the camera and crystal together 
with the illumination spectrum to predict the functional form 
of Eq. (6). This predicted intensity history should match the 
intensity history measured during the test. When one (or 
more) of the parameters are unknown, their values can be 
determined by regression in which the discrepancy values 
between the measured and the predicted intensity histories 
are minimized. This intensity history matching method uses 
the complete profile of the measured data. It is therefore 
more accurate than techniques that use a single point to 
determine the surface temperature. It should also be noted 
that the method is equally applicable to processing any time 
varying parameter from a color signal. The calibration func
tion, Eq. (5), would differ but regression could readily be 
used to determine the heat transfer coefficient ratio. 

The method has been applied to the case most commonly 
encountered in transient liquid crystal heat transfer experi
ments. Specifically, this is a semi-infinite wall with known 
uniform initial temperature, which is subjected to a step 
change in fluid temperature. In this case the surface temper
ature is given by the following equation: 

no 

where 

= 1 - exp(/32)erfc(/3) 

h-fi 

(8) 

(9) 

Under these conditions, substitution for T in Eq. (5) yields 

hft ' 
-* 1 ^ in i t i a l ' l ^ g a s J initial/ Y=IXC (10) 

This equation shows that the intensity history at different 
locations for a particular experiment is only a function of 
local intensity, /, and dimensionless time hjt / yjpck. This 
means that the surface intensity histories as functions of 
dimensionless time, /3, can be collapsed onto a single curve 
by multiplying by a factor that depends on /. In other words, 
if the local lighting intensity at one position was twice that at 
a second location, by multiplying the measured Y history for 
the former by one half we would be able to collapse the two 
signals as functions of dimensionless time. 

Two intensity time signals for different model sites but for 

the same experiment are shown in Fig. 3. It can be seen that 
the local illumination intensity is greater for the data pre
sented as the dashed line than for the continuous line mea
surements. Multiplying the dashed line intensity data by 
approximately 0.95 would drive the intensity levels for the 
peaks (and plateaux) to the same values. Under this opera
tion, a new signal Y2 is derived from Y2; 

Yi = jY2 (11) 

Y2, however, would still not match Ylt the intensity history at 
model point one, since the heat transfer coefficients differ at 
the two sites. It is clear that, if the heat transfer coefficients 
were known, then it would be possible to calculate /3 in each 
case. Consideration of Eqs. (8)-(10) shows that Y2 and Yx 
plotted as functions of 0 would then match exactly. This 
equation shows that /3 must be the same, for example, at the 
time of the first peak at both sites. Defining t1 and t2 to be 
the time for this event at the two locations, the ratio of the 
heat transfer coefficients could then be calculated from this 
condition 

h ^ = h2{r2 (12) 

since the thermal product is uniform. In other words, the h 
ratio follows from the time ratio 

h\ 
h~h\h (13) 

In practice, all of the measured intensity data and not just 
the first peak are used to determine the heat transfer coeffi
cient ratio, it is numerically preferable to determine the 
factor, which, when multiplying the time measurements from 
the second point, produces the best match to the first inten
sity history. This process is illustrated graphically in Fig. 4 
where the continuous line data from Fig. 3 have been re-
plotted as a function of time. All of the time values for the 
dashed line (Fig. 3) data were multiplied by a chosen factor. 
The factor that produces the best agreement with the contin
uous line data has been applied to the dashed line time 
values and the data plotted as the crosses in Fig. 4. It follows 
from Eq. (12) that {h2/h1)

2 is equal to the chosen factor. If 
the heat transfer coefficient at the reference location is 
obtained by other means, the heat transfer coefficient distri
bution can be calculated from the heat transfer coefficient 
ratios over the full surface. 

The determination of the time scaling factor is achieved by 
a least-squares regression. The objective of the regression is 
to minimize the difference between the two measured inten-
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Fig. 5 Experimental apparatus 

(14) 

Fig. 6 Camera view of the experiment 

sity histories. A target function is constructed as: 

in which n is the number of measurements, Y'2 is the sam
pled intensity history undergoing time axis scaling, and 

w^o.s^Y^o+y^,.)) (is) 
is included to increase the weighting of discrepancies at the 
liquid crystal peak locations. The target function would be 
zero if the intensity root time variations agreed exactly. The 
two ratios, h1/h2 and IA/I2, are obtained through regression 
by minimizing the target function. In this study, a commer
cially available subroutine, which uses the approach de
scribed in Gill and Murray (1972), was employed to accom
plish the minimization. The application of the method devel
oped is discussed in the following section. 

Results 
Figure 5 shows the model used in a transient liquid crystal 

heat transfer experiment. It simulates, at large scales, an 

Fig. 7 Intensity history along one line of pixels 

internal passage of a turbine blade and has an entrance with 
uniform square cross-section followed by a converging square 
section. The flow from the heaters is drawn through the 
perforated square section in the left-hand box until the 
heaters have reached thermal equilibrium. The perspex model 
starts to be heated when fast-acting valves are actuated and 
the flow is rapidly switched through the test section. Heat 
transfer data were obtained over the region of the wall 
between the five ribs shown as the shaded area (detailed in 
the close-up). The liquid crystal surface was illuminated by 
two fluorescent strip lights aligned parallel to the flow sec
tion and placed above and below the transparent tunnel. It 
was demonstrated experimentally that the lights were suffi
ciently far from the wind tunnel to ensure that the illumina
tion angle change over the surface did not affect the crystal 
calibration. The measurement of the enhancement in heat 
transfer coefficient in the presence of bleed to the film 
cooling holes was the subject of the experimental investiga
tion. The test section wall is covered with a coating of two 
liquid crystals having the calibration shown in Fig. 2. The 
lines along which the liquid crystal color changes intensity 
histories are digitized are shown in Fig. 6. The digitized 
intensity history along one particular row of pixels is repre
sented in Fig. 7. The vertical axis indicates time, which 
increases from the top downward. The crystal intensity at any 
pixel is indicated by the shade (grey level) of the figure. Pixel 
position along the digitized line corresponds to the horizontal 
position in the figure. Thus, the dark gray shade in the top 
left-hand corner shows that, at the start of the test, the liquid 
crystal was not undergoing color change at the upstream 
edge of the measurement zone. By moving down the left-hand 
edge, we can see that the crystal intensity, at this point in the 
tunnel, increased (the figure whitens) twice at approximately 
a quarter and three quarters of the way through the test. The 
distance of the middle of each white band from the top of the 
box is proportional to the time elapsed from test start to 
peak intensity (c.f. Fig. 2). The five bright vertical bands are 
at the locations of the ribs and are caused by the high 
reflectance of the rib tops. Figure 8 shows the intensity 
histories along the same line after scaling. In other words, 
the time axis has been multiplied by a (different) factor at 
each pixel, by choosing the heat transfer coefficient ratio that 
minimizes the target function, Eq. (14). After scaling, it can 
be seen that all of the intensity peaks occur at the same 
vertical location (scaled time). The heat transfer coefficient, 
normalized by that at the reference position, has thus been 
determined at each pixel. 

The heat transfer coefficients, normalized by that at the 
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Fig. 8 Intensity history after scaling 
Fig. 10 Surface distribution of heat transfer coefficient ratio 
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Fig. 9 Heat transfer coefficient ratio and the residual of the target 
function 

reference position, are presented at the upper line in Fig. 9. 
At 510 points out of the 512 processed, the program gave the 
correct results without user interaction. The lower line shows 
the target function, Eq. (12), for the same line. The heat 
transfer enhancement over the complete surface was then 
obtained by interpolating between the results from 20 such 
lines. This surface distribution of heat transfer coefficient 
ratio is presented in Fig. 10. The results from this set of 
experiments are discussed by Shen et al. (1994). 

Conclusions 
A new method of processing video images from the tran

sient liquid crystal heat transfer experiment has been de
scribed. The method has been implemented as a fully auto
mated computer program, which does not require user inter
action. Its use offers the following advantages over existing 
methods: 

(a) A knowledge of the collapse of intensity variation on 
dimensionless time, /3, has been applied to use all of the 
monochrome information available in the recorded video 
signal at the measurement locations. The accuracy of the 
method is thus better than transient methods, which deter
mine the surface temperature by using only data at a limited 
number of specific calibrated reflectances. 

(b) The method offers a unified processing method for 
any liquid crystal coating (i.e., any number of liquid crystals 

or any type of liquid crystal). The method is also suitable for 
color as well as the monochrome processing reported. 

(c) It is possible to extend the type of transient heat 
transfer experiment that can be analyzed using the intensity 
history method. The above has considered the case of a 
uniform initial temperature and a known step change in gas 
temperature. If the calibration for intensity as a function 
temperature is determined, Eq. (6), then the regression anal
ysis could be extended to determine other parameters such 
as the gas temperature or initial temperature. 

A computationally economical procedure has been real
ized for the most common case in transient liquid crystal 
experiments. The test case shows that very detailed and 
accurate results have been obtained from the fully automated 
computer program. 
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A Numerical Simulation of 
a Brush Seal Section and 
Some Experimental Results 
The brush seal technology represents quite a promising advance in the effort of 
construction of more efficient, and possibly smaller size engines. Conclusions of recent 
workshops determined that while the brush seal works well, there is a need to improve 
its performance characteristics. The considerable amount of experimental work 
performed to date has indicated the importance of the local flow phenomena in the 
global sealing process performance of the brush (Braun et al, 1990a, 1991b, 1992; 
Hendricks et al, 1991a). The distributed flow and pressure fields are thus of vital 
importance for the prediction of the possible sudden failure of the brush seal under 
unexpected local "pressure hikes." It is in this context that the authors developed a 
numerical, two-dimensional time accurate dependent formulation of the Navier-Stokes 
equations with constant properties, and included the effects of inertia, viscous, and 
pressure terms. The algorithm is applied to a set of noncompliant multirow, 
multicolumn pin configurations that are similar to the ones found in an idealized brush 
seal configuration. While the numerical parametric investigation aims at establishing the 
occurrence of major flow patterns and associated pressure maps, the experimental 
portion of the paper is aimed at gaining further insight into the relevant flow structures, 
and thus guiding the development of the mathematical and numerical models. 

I Introduction 
Turbomachine seals control leakage, dynamics, and toler

ance to boundaries, and manage lubricant flow. As all these 
functions affect engine performance, it is important to under
stand both their interdependence and fundamental aspects. 
From the many types of contacting or noncontacting seal that 
are used in turbomachinery applications, this paper will treat 
the subject of the brush seal. In particular, we shall present a 
numerical model for flow in a generic array of brushlike pins, 
and the experimental work conducted for guidance and qual
itative validation of the numerical effort. 

The reduced leakage and physical compliance of the brush 
body to external perturbing factors are features that stand 
out in turbomachinery applications where there are expected 
boundary variations due to mass flow, brush fibers' pressure 
compliance, temperature, and time-dependent eccentric shaft 
motion. All these features have made the brush configuration 
an especially interesting and worthy candidate. The geomet
ric configuration of a simulated brush seal is shown in Fig. 
1(A). Recently, among others, Chupp and Dowler (1993) and 
Braun et al. (1990a, 1991a, 1992) have published extensive 
experimental information concerning the nature of the flow 

Contributed by the International Gas Turbine Institute and presented 
at the 38th International Gas Turbine and Aeroengine Congress and 
Exposition, Cincinnati, Ohio, May 24-27, 1993. Manuscript received at 
ASME Headquarters March 3, 1994. Paper No. 93-GT-398. Associate 
Technical Editor: H. Lukas. 

and pressure drops in a brush, and formulated theoretical 
models that explain the physical concept of sealing, and the 
functionality of the brush seal (Braun et al., 1990b). 

The initial concept of such a seal has been investigated by 
General Electric many years ago (1955) under the J-47 en
gine test program. In the 1980s, Rolls-Royce (RR) has suc
cessfully introduced a brush seal (manufactured by Cross 
Mgf. Ltd. (CML)) on a demonstrator engine, and tested it for 
several thousand hours (Fergusson, 1988). More recently 
EG & G Sealol, Technetics, and Detroit-Allison have imple
mented full programs of study of this type of seal. Unfortu
nately, a large amount of the data generated by industry is 
restricted. 

Following experiments done by CML, Flower (1990) cited 
leakages that are approximately 5 to 10 percent of those 
found in finned labyrinth configurations. The brushes manu
factured by CML have been eventually incorporated in the 
RR design of the IAE V2500. Detroit-Allison has also re
ported successful incorporation of brush seals in some of 
their engines. According to Holle and Krishman (1990), the 
T800 engine was tested with a brush seal located at the 
turbine discharge, while the T406 Plus engine contained 13 
brush seals between the compressor interstages. Experiments 
performed at Teledyne CAE (Chupp et al, 1991) have also 
shown that the leakages are reduced by a factor of four to 
seven, and the leakage performance follows a hysteresis 
curve dependent on the shaft speed excursions. Gorelov et al. 
(1988) examined the effects of the brush seal's geometric 
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Fig. 1 Brush seal geometry: (A) physical configuration; (B) com
putational grid 

parameters on the leakage flow rate of air, and compared 
them with data available from labyrinth seals. Braun et al. 
(1990a, 1991a, 1992) studied nonintrusively the fundamental 
flow patterns and reconstructed graphically the fluid veloci
ties inside a cascade of brushes. The flow field was visualized 
by means of the Full Flow Field Tracking (FFFT) method, 
and revealed regions that are characterized by river jetting, 

and vortical or crossflow formations that exist upstream, 
downstream, or within the seal. These patterns are caused by 
variations in fiber void that are spatial and temporal, and 
affect changes in seal leakage and stability. The morphologi
cal deformation of the brushes was determined to be a 
function of upstream pressure and the magnitude of the mass 
flow leakage. The pressure measured during these experi-

Nomenclature 

ex(u), Qy(u), Qx(v), <By(u) = first-order conservative upwind 
approximation for convective 
terms 

d = pin diameter 
Eu = P0/pt/0

2; Euler number 
h = channel height 
p = pressure, Pa (lb/in.2) 
P=p/P0;P0 = pUlEu = l 

PTDRL = SL/d; longitudinal pitch-to-di
ameter ratio 

PTDRT = ST/d; transverse pitch-to-diame
ter ratio 

Qy(pX Qn(p) = second-order central finite dif
ference for the pressure terms 

Q,(u,u)n + 1 = finite difference approximation 
of the source terms in the Pois-
son equation 

Rch = U0hp/n; Reynolds number 

based on channel height 
Red = U0dp/fjb; Reynolds number 

based on pin diameter 
SL = longitudinal pitch 
ST = transverse pitch 

t — time, s 
u, v = fluid velocities, m / s (ft/sec) 

T0 = h/U0; time scale 
T = t/T„; dimensionless time 
U = u/Ua; dimensionless velocity in 

X direction 
Ua = free-stream velocity, m / s 

(ft/sec) 
V = u/U0; dimensionless velocity in 

Y direction 
X = x/h\ dimensionless coordinate 
Y = y/h; dimensionless coordinate 

Axx{u), Ayy{u) = second-order central finite dif
ference for diffusion terms, u di
rection 

Axx(v), A (v) = second-order central finite dif
ference for the diffusion terms, 
v direction 

Axx(p), Ayy(p) = second-order central finite dif
ference for pressure terms in the 
Poisson equation 

/x = dynamic viscosity, N • s /m2 (lb • 
s/ft2) 

p = fluid density, kg/m3 (lb/ft3) 
a- = pseudo-time step, the pressure 

equation 
AT = real time step 
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ments fell monotonically across the brush. Pressure inver
sions were observed due to peculiar flow patterns that form 
immediately downstream of the brush. Braun et al. (1991b) 
studied the effects of the brush morphology on the leakage 
path, and mapped the ensuing pressure drops. Through vis
ual observation, the authors identified three major types of 
flow resistance networks that are instrumental to brush per
formance, and to its failure modes. It has been found that 
high brush resistance to throughflow can result in sudden 
catastrophic failure of the seal, while at lower brush resis
tance the failure is gradual. Hendricks et al. (1991a) reported 
experimental brush seal leakage rates in air for different 
cases of brush-rotor radial clearance. The authors found that 
leakages were greatly altered by bristle hysteresis, or inlet 
flow variations. It was generally concluded that configura
tions that contain series of brushes allow higher pressure 
drops, are more insensitive to shaft speed excursions, and 
significantly reduce the leakage level. 

Presently, there is a strong ongoing numerical effort to 
simulate the hydraulic behavior and performance of the 
brush seal. Braun et al. (1990b) and Hendricks et al. (1991b) 
have developed a bulk flow model based on the porosity 
concept. Their analysis predicts the pressure and leakage 
performance as a function of bristle configuration, "porosity," 
deformation, interface loading, and type of brush interfer
ence with the rotating shaft. The authors identified five 
design similitude parameters: load per unit length, bristle tip 
pressure, Reynolds number, interface wear and heating, and 
fatigue life. The model indicated an abrupt upward change in 
leakage flow when the compliant interface of the brush 
changes from interference fit to hydrodynamic lubrication. 
Trend-wise, for the interference fit, these results compare 
favorably with experimental results reported by Flower (1990), 
even though the abrupt changes predicted by the model (due 
to change in the lubrication regime) do not appear in Flower's 
reported data. Another leakage flow model is reported by 
Chupp et al. (1991). While the basic premise of the model is 
similar to that advanced by Braun et al. (1990b) and Hen
dricks et al. (1991b), the only parameter considered is the 
effective brush thickness. Chupp et al. (1991) showed that the 
single-parameter model has the capability to predict pressure 
drops and temperature rises, when compared to experimen
tal data generated by Teledyne CAE and Detroit-Allison. 

II Scope of the Present Work 
Conclusions of a recent brush seal workshop (Liang, 1991) 

indicate that there is a need to improve the performance 
characteristics of the brush seals. Such a goal can be achieved 
by using cascades of brushes, nonhomogeneous brush mor
phology, "nonconventional" brush structure design 
(Hendricks et al., 1992), and in general, a process of opti
mization of brush design parameters (Griner, 1991). The 
concept employed by the lumped bulk flow numerical models 
(Braun et al , 1990b; Hendricks et al., 1991b; Chupp et al., 
1991) cannot predict local brush compliance, and the associ
ated local flow and pressure patterns. Neither can the empir
ical formulas used for the calculation of the pressure drops in 
an array of tubes (Zukauskas, 1972). The importance of the 
local flow phenomena in the sealing process is paramount to 
the global performance of the brush (Braun et a l , 1990a, 
1991b, 1992; Hendricks et al , 1991a). The distributed veloc
ity fields (u, v), and the associated pressure maps are of vital 
importance for the prediction of the average pressure drop, 
or the possible sudden failure of the brush seal under unex
pected local "pressure hikes." The momentum carried by 
these velocities, or the upstream pressure, can force the 
brush deformation, and can create favorable conditions for 
the brush "opening," followed by seal failure (Braun et al., 
1991b). 

It is in this context that the development and validation of 
a numerical model with distributed primitive variables (u, u, 
p) becomes important. The numerical parametric investiga
tion aims to simulate the occurrence of major flow patterns 
and associated pressure maps that characterize the geometry 
under study. The experimental portion of the paper is aimed 
at gaining further insight into the relevant flow structures, 
and guiding the development of the mathematical and nu
merical models. 

I l l Development of the Analytical and Numerical 
Models 

III.l Mathematical Model. "Unexpected" local recircu
lation, reverse and lateral flows between the rows of the 
brush, or downstream of the brush zone, appear to play a 
major role in the sealing process. What's more, the compli
ance of the brush body generates an ever-changing geometry 
during operation and requires continuous prediction of the 
bristle position. It was shown that the operating environment 
of a brush seal will generate component flows that are mainly 
directed (0 normally to the brush surface (crossflow due to 
the pressure difference between the upstream and down
stream of the brush), and G'O circumferentially (due to the 
shaft rotation and its interaction with the stationary brush). 
While the rotation Reynolds number is rather high Re rot = 
104-106, the leakage Reynolds number associated with the 
crossflow is, by comparison, relatively low, Re l eak = 102-103. 
Such low velocities justify both the laminar and incompress
ible assumptions used in the numerical model. 

If one considers a uniform flow with zero angle of inci
dence past an array of round cylinders (pins), Fig. 1, the 
two-dimensional Navier-Stokes equations for unsteady in
compressible viscous flow in a Cartesian coordinate system 
can be written in dimensionless conservative form as 

dU d(UU) d(UV) 

dT dX dY 

dP 1 
-Eu —- + — 

dX Re 

d2U d2U' 
+ 

dX2 dY2 (1) 

dV d(W) (SUV) 

~df + dY + dX 

dP 1 
= - E u — + dY Re \ dX2 

d2V d2V 

dY2 (2) 

(3) 

The continuity equation (for constant properties) is 

dU dV 
+ — = o 

dX dY 
where Re and Eu are the Reynolds and Euler numbers, 
respectively. One should note that the characteristic length 
used in this study is the vertical size of the physical domain 
(h) while the time scale is determined by the division of this 
length by the free stream velocity U0. Taking the divergence 
of the X- and y-momentum equations, and using continuity 
for simplification, one obtains a pressure equation that ap
pears under a Poisson-type format. 

Eu.V2P = 
d2(U2) d2(UV) 

dX2 dXdY 

d£> 1 

~d~T Re 

d2(V2) 

' dY2 

d2S> d2£)' 
+ 

ax2 dY2 (4) 

One can see that the dilation term, 3D = dU/dX + dV/dY, 
is similar to the continuity equation, and during calculations 

192/Vol. 117, JANUARY 1995 Transactions of the ASME 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



represents the residual that has to become identically zero if 
the continuity is to be satisfied. This is a necessary but not a 
sufficient condition for the convergence of pressures in Eq. 
(4). 

III.2 Boundary and Initial Conditions 

The Momentum Equation. The boundary conditions on 
the lateral solid walls assume nonslip conditions and non-
porous walls. At the pin array entrance the velocity is as
sumed to be uniform with U = 1, V = 0 (angle of incidence is 
zero). A reference pressure is assigned to one point on the 
inflow boundary. At the exit, the flow is allowed to develop 
naturally with the boundary conditions for velocities derived 
from the satisfaction of the continuity equation: 

dU 

Jx 
dV 

JY' 

dV 
and — = 0 

ax 
(5) 

Boundary Conditions for the Poisson Equation. The dy
namic pressures on the inflow and outflow boundaries are 
allowed to float and were determined through the balance of 
the normal forces with the inertia and viscous forces. The 
effects of the terms dU/dT and dV/ST both at inflow and 
outflow have been considered negligible. Thus one obtains 

3P 

Jx ~ 
1 

~ Eu 

' d{UU) d{UV) 

dX ' dY 

1 ( d2U d2U\ 
+ Re • E u ^ Z 2 ' dY2)' 

at X = 0; X = 1; and 0 < Y < 1 (6) 

On the noncontiguous internal boundaries of the pins, in 
addition to Eq. (6), one needs to add an expression for 
dP/dY 

dP 

JY 
I 

Eu 

d(UV) 3{W) 

dX dY 

1 
+ • 

Re • Eu 1 dX 

d2V d2V 

dY2 (7) 

This formulation is independent of the internal boundary 
configuration. 

At the channel's upper and lower walls the pressure 
boundary condition takes a simplified form due to the fact 
that U = V = 0 

8P 

JY 
I 

Re 

dlV 

Eu \ dY2 

at Y = 0; 7 = 1 ; and 0 < X < 1 (8) 

Initial Conditions (T = 0). The velocities are given as 
U = 1, V = 0. The pressures are set initially to P = Prcf = 
const. 

III.3 Numerical Implementation and Solution Procedure. 
The finite difference method applied here uses a collocated 
uniform grid throughout the entire domain. The geometric 
details of the grid and the layout of the array of pins are 
shown in Fig. 1(B). The discretization of the system of 
governing equations follows through the use of the alternat
ing direction iteration method (ADI). The procedure uses 
the full direct approximation of each term within the differ
ential equation on every half time step, A T / 2 . One obtains 
the following system of linear algebraic equations: 

u 
n+ 1/2 _ 

- = - ^ [ A „ ( « ) " + , / 2 + A^(M)"] 
A T / 2 

+ e>)"+ 1 / 2 + ey(«)" + q.,(P)" W 

+ 1 _ , , " + 1 / 2 1 

+ e,(M)"+1/2 + e,(w)"+, + £U/>)n (io) 

vn+\/2 _ vn 

A T / 2 

V « + l _ „B+ 1/2 

- [ A . „ ( , r i / 2 + A^o"] 

+ ex(u)n+l/2 + ey(u)" + %(P)" (ii) 

-^[A„(»)"+, /2 + A,,0,)"] 
A T / 2 Re 

+ eAvr+l/2 + ey(vy+l + Q.y(p)" (12) 

r s + l/2,n + l _ ns,n+\ 

- A „ ( p ) 
s+ 1/2, n+ 1 

+ Ayy(Py'"+i + Q.(u,v)" + l (13) 

„s+ l,n+ 1 _ „J+ 1/2.M+ 1 

= A „ ( p ) s+ l /2,n+ I + AyJpy+l•"+i + z^(u,vy•+, (u) 

All the spatial derivatives except those of the convection 
terms and cross-derivatives are approximated by a second-
order central finite difference. For the convection terms we 
employed the first-order conservative scheme proposed by 
Torrance (1968). This scheme contributes to the stability of 
the whole computational process, and proves to handle well 
conditions of high and intermediate convection (Roach, 1982). 
While the computations presented herein use a first-order 
scheme, an alternate higher-order scheme for the treatment 
of convective terms was also considered. The deferred-cor
rection (DC) concept utilizes a two-dimensional version of 
the third-order scheme proposed by Kudriavtsev (1991, 1992) 
and Hayase et al. (1992). The outflow boundary conditions 
for the momentum equations, Eq. (5), can be written in 
operator finite difference form as 

ex(u)"+' = -ey(vy 

e»" + 1 = o 
(15) 

(16) 

At the test section inlet the velocities are prescribed as 

w l y = l ; vXj = 0; for \<j<M (17) 

and on the channel walls as 

un = 0; vn = 0 ; for 1 <i <N (18) 

u, 0; viM = 0; for 1 < i < N (19) 

On the internal boundaries (B) one can write generally the 
boundary condition as 

uBJj = 0 and vBM = 0 (20) 

The pressure boundary conditions represented by Eqs. (6) 
and (7) can be written in operator finite difference form as 
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"f ptr.edgc APtr.edge Pin Pout C P U 

, T fa I \ " + 1 , /o t - \ " + 1 l / - 1 1 \ 32 997330 0768 100.098 9JMH0 VOM 
+ -^~\™AU) + m . u ) V ^ 1 ) 16 99.330 0.768 100.098 99.030 75.73 

b U l J 8 99.333 0.766 100.099 99.033 42.75 
5 99.337 0.763 100.100 99.038 30.11 

1 r , , , , •• 3 99.318 0.782 100.099 99.012 22.05 
q y ( ^ ) " + 1 = [ A , , ( f ) + Ayy(v) J 1 99-395 0.708 100.103 99.122 13.77 

+ "j=77 [ ^ ( ^ O + e y ( y ) J ( 2 2 ) Table 2 Iterative convergence on 61 x 61 grid; Re„ = 25,000 (Re„ 
tiu =5000) " 

while that of Eq. (8) takes the form of ^ L ' ^ I 6 ' ' " ^ ! ^ 6 6 ~^n ' ° * ~°™ 
1 16 99.031 1.020 loSToir 99M3 297T32 

« ( r A " + 1 - T A C I A " + 1 OV\ 8 " - 0 3 2 1 0 1 9 100-051 99.014 166.36 
*<y\P) ~ D o R „ I 7 V A ^ I k ^ J ^ 5 99.031 1.021 100.051 99.012 117.18 

K e n u 3 99.031 1.021 100.052 99.013 84.47 
1 99.024 1.031 100.054 99.006 51.78 

Solution Procedure. When the boundary conditions are 
combined with Eqs. (9) through (14), the entire system of 
linear algebraic equations becomes self sufficient. The solu- __ J [ * ' ! l J ! ^ _ ^ ? ™ ^ 
tion follows according to the time-dependent ADI method "f ptr.edge

 APtr.edge Pin Pout 
using a tridiagonal matrix algorithm (TDMA). The steps of gridlTxJiT 
tu l < • • .L „„ f„l l^ ,„o. 16 99.208 0.865 100.073 98.902 
the solution are as follows: 8 99.208 0866 100-074 98 902 

• . tr j - *• r l L , , , . , , , , , 1 /<•> 3 99.199 0.876 100.075 98.888 

• solve in the X direction for the U velocity at the n + 1/2 i 99.269 0.809 100.078 98.985 
time step, Eq. (9) 8 99 034 0 916 99 95 98 98 

• solve in the Y direction for the U velocity at the n + 1 
time step, Eq. (10) 

• solve in the X direction for the V velocity at the n + 1/2 
time step, Eq. (11) 

• solve in the Y direction for the V velocity at the « + 1 
time step, Eq. (12) 

• solve the Poisson equation of pressure at the n = 1 time 
step by means of the pseudo-transient method: (i) in the 
X direction at the 5 + 1/2 time ste, Eq. (13), and Hi) in 
the Y direction at the s + 1 time step, Eq. (14). 

The pseudo-time marching form of the Poisson equation 
allows a stable implicit implementation of the TDMA solver 
with the ADI method, thus enabling faster iterative conver
gence of the computations (Washpress, 1966). 

IV Iterative Convergence and Accuracy Considera
tions 

The code verifications were performed for start-up flows 
(low time T), on grids of 31 X 31 and 61 X 61 points, respec
tively, with a range of Reynolds numbers of ReA = 2500, . . . 
25,000 (or Red = 500, . . . 5000). The verification concerned 
the flow and pressure fields around a body of cylindrical 
cross section, of diameter 0.2, positioned in the center of a 
square channel (h = 1.0). 

The iterative convergence was checked for both u and v 
velocities. The pressure field convergence was monitored 
through its calculated average value across the cross section. 
In order to obtain an optimal combination of accuracy, 
computational stability and computational costs, we used a 
pseudo-time step of <r = 0.025 (computations marched to 
time T = 1, with a AT = 0.005). It was found that the compu
tational process on the 61 X 61 grid was no longer stable at 
times approaching T = 2, if the time step remained the same 
as the one used for the 3 1 x 3 1 grid. To re-achieve stability it 
was necessary to reduce the time step in the same proportion 
as the space step. Tables 1 and 2 display average values of 
pin, p o u t , and Ar.edge. a n d t h e C P U t i m e o f a CRAY-YMP as 
a function of the number of internal iterations nf, when a 
fixed pseudotime cr is used for the Poisson equation iterative 
solution. Generally, the pseudotime is chosen equal to the AT 
of the transient calculation. For the present calculations, the 
optimal o- was adjusted to be larger than AT, based on trial 
and error that yielded the lowest CPU time. The results show 

that the average pressure field converges within 3-5 internal 
iterations for the 31 X 31 grid, and roughly in 1-2 iterations 
on the 61 X 61 grid. On inspection, it was found that the 
differences between the isobar fields for nf = 5 and n <• = 8 
are minimal (Kudriavtsev et al, 1993), thus mitigating our 
approach of judging the convergence by the average value of 
the field. 

Table 3 presents comparisons of average pressure drops 
(A/? = P[n - pout) for 31 X 31 and 61 X 61 grids. One can 
see that for nf = 8, the difference in the calculated A/? is 
about 5.5 percent for Re,, = 2500 (Rerf = 500). If one further 
compares data from Table 1 and Table 2, for nf = 8 and 
ReA = 25,000 (Rerf = 5000), one can see changes in kp as 
high as 24.8 percent. It becomes evident that the computa
tional error increases considerably with the Reynolds number 
if the grid size is maintained constant. For all the numerical 
experiments presented below we have used a 139 X 139 
computational grid, which provides a resolution that is identi
cal to the one used in the discussion presented above. 

A further code validation test was performed through the 
comparison of our numerical results with experimental visu
alization of flow around an impulsively started cylinder 
(Bouard and Coutanceau, 1980). The Reynolds number is 
Rerf = 5000, and the nondimensional times considered were 
T = 1.5, 2, and 2.5. The results of this comparison are shown 
in Figs. 2(A), 2(B), and 2(C). The experimental and the 
numerical results show a good coincidence for the flow 
patterns, the size of the recirculation, and the position of the 
vortex center with respect to the moving cylinder. 

V Results and Discussion 

V.l Numerical Results (PTDR L, PTDRT = 1). There is 
a wide body of numerical work treating the flow around a 
circular cylinder in crossflow (Kawamura et al., 1986; Forn-
berg, 1980; Ohya et al., 1992; Li et al., 1992). However, few 
researchers focused their attention on the nature of the flow 
changes when it interacts with a bank of tubes (Reynell et al , 
1991). The effects of the cylinder arrangement and the array 
size on the flow structure are presently not fully understood, 
especially when the pitch-to-diameter-ratio (PTDR) is small 
(< < 1). 
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Fig. 2 Qualitative comparison between experimental (Bouard and 
Coutanceau, 1980) and numerical results for flow around a cylinder 
at Red = 5000 
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TYPICAL RECIRCULATION 
RIVERING JET ZQNE 

ZONE A ZONE B 

fTTL, , , ' V 

ZONE C 

Fig. 3 Flow across array of pins at Re„ = 2000, PTDRL = 1, PTDRT 
= 1: (A) six rows; (B) cascade of two elements (three rows each), 
C = 3d; (C) cascade of two elements (three rows each), C = 5d 

Flow and Pressure Patterns. Figure 3(A) presents the flow, 
at Rch = 2000, for a staggered array of six rows of tubes with 
a PTDRL = PTDRT = 1. The flow enters the cross section 
with a symmetric velocity distribution, which completely 
changes its structure upon passing through the first row of 
tubes. One can notice the characteristic jetting between the 
pins, and the formation of recirculation zones in the wake of 
the pins. The nature of the PTDR does not allow the growth 

of the recirculation zones and forces their closure within one 
pin diameter. In the wake of the last row of pins one can 
notice the shedding of eddies as well as the formation of 
steady recirculation zones. The computed nondimensional 
pressure drop was 28.8. Figure 3(B) and 3(C) present for the 
same Reynolds number and nondimensional time (T = 0.14), 
the flow patterns between a cascade of two formations (A 
and B) of three rows of pins each. The spacing (C) between 
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SEE DETAIL FIG 4C 

Vs. 

RECIRCULATION 
ZONE — 

Fig. 4 Flow through basic array configuration 7 rows x 11 pins: 
(A) Reh = 100; (B) Re„ = 2000; (C) detail of flow in the quadrant 
indicated in Fig. 4(A); (D) detail of flow in the quadrant indicated in 
Fig. 4(B) 

the two formations of pins is different, C = 3d (Fig. 3B) and 
C = 5d (Fig. 3C) respectively. The recirculation zones be
tween A and B, Fig. 3(B), occupy longitudinally the entire 
space C, while laterally they are limited by the rivering jets to 
one width diameter. The wake behind the last rows of pins is 
qualitatively similar to the one of Fig. 3(A), even though its 
length has increased and shows diminished shedding. The 
computed pressure drop was 29.08. The larger distance, 
C = 5d (Fig. 3C), gives the jets the opportunity to expand 
and merge all across the cross section, only to re-accelerate 
upon entering the first row of pins of zone B. This phe
nomenon is associated with an additional expenditure of 
mechanical work that causes an increase in the pressure drop 
to 31.53. This effect can be crucial for design of more 
effective brush seal configurations. 

Figures 4(A) and 4(B) present the development of flow in 
an array of 7 (rows) X 11 round pins with a PTDRL = 
PTDRT = 1. In Fig. 4(A), Re,, = 100, while in Fig. 4(B), 
Re,, = 2000. The same basic flow patterns of Fig. 3 are 
visible. The flow patterns in the regions marked in Figs. 4(A) 
and 4(B) are shown in detail in Figs. 4(C) and 4(D), respec
tively. One can see the lack of recirculation in the wake of 
the pins for Re,, = 100 in Fig. 4(C), while for Re,, = 2000, 
the formation of two standing vortices is clearly displayed. 

Figure 5 presents the calculated pressure fields for the two 
cases considered in Fig. 4. Figure 5(A) exhibits the pressure 
distribution for the case of Re,, = 100. The nondimensional 
pressure drop is 67.3. As the Reynolds number is increased 
to 2000, the pressure drop decreases to 35.3. One should 
keep in mind that the pressure nondimensionalization fol

lows as P = p/pU0
z, with U0 varying directly proportional 

with the Reynolds number. The same wavy pattern of pres
sure drops was reported by Braun et al. (1991a, 1991b). 

Figure 6 shows the calculated pressure profiles upstream 
of, and in the wake of each one of the rows of pins. Figures 
6(A) and 6(B) present the pressure variations at Re,, = 100, 
while Figs 6(C) and 6(D) correspond to Re,, = 2000. Analysis 
of these images indicates that the drop in pressure occurring 
at the leading edge of any given row is followed by a pressure 
recovery in the wake of the row, followed by a renewed drop 
in pressure as the fluid enters the next row of pins. The 
phenomena exhibited by these numerical experiments shed 
light on a mechanism of kinetic energy consumption that we 
believe is instrumental in the sealing process. 

Figures 7 demonstrate the effect of PTDRL decrease on 
the development of the flow pattern structure. The numerical 
experiments were performed at Re,, = 2000 for PTDRL = 1 
(Fig. 7A), 0.66 (Fig. 7C), and 0.33 (Fig. 7E) respectively. The 
decrease in the PTDRL engenders a contraction, and even 
complete disappearance (Fig. 7E) of the recirculation zones 
behind the inner cylinders (bold contours), but shows little 
influence on the size or shape of the wakes behind the last 
row of cylinders. A close view at the physical nature of the 
wakes shrinkage is detailed in Figs. 7(B), 7(D), and 7(F). The 
variations of the pressure drops associated with the events in 
Figs. 7 can be studied in Table 4, Part A. Part B contains the 
pressure drops in the same array of pins for Re,, = 100. The 
pressure drops show a consistent increase with the decrease 
of PTDRL. At low Re,, the lack of the recirculation zones 
eliminates one of the mechanisms responsible for the pres-
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CHANNEL BOTTOM 

Fig. 5 Nondimensional pressure maps for pressure drops in the 
basic array configuration (7 rows x 11 pins): (A) Reh = 100; (8) 
Re„= 2000 
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Fig. 6 Nondimensional pressure variation in the transverse direc
tion: (A), (C) leading edge of the row, at Re„ = 100 and Re„ = 2000; 
(B), (D) trailing edge of the row, at Re„ = 100 and Reh = 2000 

sure drops, and leaves friction and fluid acceleration as the 
only responsible mechanisms. 

Effect of the Numerical Scheme (Table 5). To ascertain 
the physical veracity of the results, the first-order upwind 
scheme used for the present analysis has been compared with 
the third-order deferred correction scheme (Kudriavtsev, 

1991; Hayase et al., 1992). The comparison covers a range of 
Re,, between 500 and 2000. The flow patterns observed 
between the pins and in the wake of the array were similar 
for the two methods. The comparison of the corresponding 
pressure drops yielded by the two schemes has been found to 
be within a 4 percent envelope, Table 5. One can conclude 
that the amount of artificial viscosity introduced by the 

Journal of Turbomachinery JANUARY 1995, Vol. 117/197 

Downloaded 01 Jun 2010 to 171.66.16.54. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



FLOW 

<C *& <^7 

V "d V 
1? T> 

T> T> T> 
t? T> 

"C : T>' 'O 
t> Jo ' 

'&. "» o 
o o 

o 

P P' P 
P P P 

P P P 
J? P P 

S> P P 
£• P P 

£ > £ > £ > 
O P .° 

' ^ .£> £> 

Fig. 7 Variation of the flow field structure with the change in the 
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Part A Re=2000 

PTDR L 1 0.83 0.66 0.33 0.16 

AP 35.33 35.01 34.73 34.57 49.1 

Part B Re=100 

PTDR L 1 0.83 0.66 0.50 

Table 4 Effect of PTDR on the pressure drop 

H«=20b0 

i 0.83 b766 0 . l3~~ 

35.33 35ToI 3tH 34T57~ 

___i_6~ 
1 0.83~ 0.66 0.50" 

AP "67.3 70T84 74.56" IflT 

conservative first-order upwind scheme does not deteriorate 
the truthfulness of the solution within the range of Reynolds 
numbers considered in this paper. 

V.2 Experimental Results (PTDR L, PTDR T < 0.1). The 

Table 5 Effect of the convective approximation on the pressure 
drop 

Scheme 

Re=500 

A P 7 : 

AP„, 

Re=1000 

AP,, 

AP„ 

Re=2000 

A P 7 r 

AP„ 

Upwind 

38.54 

36.81 

36.21 

34.31 

35.13 

33.25 

Third-order PUI DC 

40.19 

38.63 

37.83 

36.07 

36.42 

34.64 
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WAKE BEHIND UPPER 
FOUR PINS - LAST ROW OF PINS 

Fig. 8 Experimental flow visualization at Reh 

956 (C) 
: 197 (A), 500 (B), 

experiments were conducted in a test facility that is briefly 
described in the appendix. 

Figure 8 presents qualitatively the flow in the wake of a 3 
(rows) X 11 pin array, at Re,, = 197 (Fig. 8A), Re,, = 500 
(Fig. 8B), and Re,, = 956 (Fig. 8C). In Fig. 8(A) the exiting 
jets have a coherent structure interrupted by small recircula
tion zones behind the pins, Fig. 9(A). These zones close 
within 1/2 pin diameter and do not influence either the jet 
development or the unimpeded flow of mass through the 
array. As Re,, increases to 500 (Fig. 8B) and 956 (Fig. 8C), 
the flow changes its structure visibly, and one can observe a 
nonsymmetry situation between the flow near the upper and 
the lower walls. These structures are due to, slightly nonequal 
pitches between the walls and the adjacent pins. Details of 
the local flow structures between pin 1 and the upper wall 
are shown in Figs. 9(B) and 9(C). The strong jet flowing 
adjacent to the upper wall generates a low-pressure zone that 
molds the S-shaped jet emerging from pins 2 and 3, and the 
associated vortex zones. The increase in the Re,, to 956 
allows the development of two recirculation zones of butter
fly-like structure that are symmetric with respect to pin 6. 
The low-pressure region engendered by the wall jet (Fig. 9C) 
becomes dominant across the entire section, and the jets 
emerging from the spaces between the pins deviate toward 
the zones of lower pressure. This situation is instrumental in 
creating both the structure of Fig. 9(C), and the butterfly 
effect, which can be seen in detail in Fig. 10. One notices the 
structure of the upper half of the butterfly as it is confined by 

the jet emerging from between the pins (zone A, Fig. 8). A 
similar flow formation was also reported in experiments 
performed by Zdravkovich and Stonebanks (1988). The but
terfly, which appears due to an interplay of transverse low-
pressure zones, and longitudinal pressure inversions has the 
net effect of "sealing" the exit of the array, thus preventing 
the flow from "leaking"downstream. 

Comparison of Some Experimental and Numerical Results 
(PTDRL, PTDRT < 0.1). The magnitude and trends of the 
pressure drops across the array are very important parame
ters in the determination of the sealing effectiveness. The 
authors compared the measured pressure drops with their 
numerical counterparts. The physical configuration involved 
was identical to the one described in the section above, and 
the appendix. The results are detailed in Table 6. For Re,, = 
195 one can observe a difference of only 7 percent between 
the numerical and experimental results. As the Re,, increase 
to 327 this good coincidence deteriorates. The result can be 
mitigated through the consideration of the error introduced 
by the scaling factor pt/0

2. 
Figure 11 presents the flow pattern in the array of three 

rows discussed above when Re,, = 195. This allows direct 
comparison between this figure and the experimental results 
presented in Figs. 8(A) and 9(A). Figure 11(A) models the 
same geometric asymmetry mentioned in the discussion of 
Figs. 8 and 9. The effect of this asymmetry is evident in the 
upward deviation of the inlet flow of Fig. 11(A). Experimen-
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FLOW 
A WAKE BEHIND UPPER 
fc FOUR PINS - LAST ROW OF PINS 

Fig. 9 Details of flow in the sections indicated in Fig. 8 at Re„ = 197 
(A), 500 (B), 956 (C) 

Table 6 Comparison of experimental and numerical results; tem
perature T= 70° F; p= 950 kg/m 3 ; fluid velocities: U = 18.5 cm/s 
(Re„ = 195); U = 31 cm/S (Re„ = 327) 

Reh Ap(pai) Ap(Pa) & A/^nondimensional) 

195 (exp) 

195(num) 

4.02 

4.31(e=7%) 

27,758 32.16 863 

926 

327(exp) 
327(num) 

6.82 
8.6(«=26%) 

47,056 91.29 516 
650 

asymmetry carries through, and in both figures the fluid jet 
adjacent to the upper wall is much stronger than the one 
flowing along the lower wall. The reader has an even more 
convincing comparison in the similarity of the flow structures 
presented in Figs. 11(B), 11(C), and 8(A). These figures show 
in detail the wall jet and adjacent flow formations in the 
upper exit corner of the pin array. 

VI Conclusions 
This paper presents an analysis and numerical simulation 

for flow in an array of pins with a PTDR varying between 0.1 
and 1. The effects of the Reynolds number variation and 
array configuration have been studied. The experimentally 
obtained results concerning the jet rivering between the pins, 
and the formations of recirculation zones between cascades 
of pins have been confirmed numerically. It was found that 

JET ZONE 

'•'SYMMETRY ZONE 

BUTTERFLY 
PLOW FORMATION 

LAST ROW OF PINS 

Fig. 10 Details of the butterfly recirculation zone of Fig. 8(C) at 
Re,, = 956 

tal observation confirmed the same trend for the inlet flow as 
the one reproduced numerically. In the exit section of the 
array, a comparison of Fig. 11(A) and 8(A) shows good 
qualitative coincidence. One can see that the inlet flow 
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Fig. 11 Comparison of numerical 
at Reh = 195 

the distance (zone C, Fig. 3) between zones of densely 
packed pins can be influential on the overall pressure drop. 
Contrary to expectations, an increase in zone C length can 
carry with it an increase in the pressure drops. This phe
nomenon has been attributed to the nature of the develop
ment of the recirculation zones in zone C. The interplay of 
successive pressure drops and partial pressure recovery, Fig. 
8, inside the array of pins has also been found to contribute 
greatly to the overall pressure drop. Finally, the experimental 
results shown in Figs. 8, 9, and 10, indicate the onset of large 
recirculation zones in the wake of the array of pins that are 
associated with longitudinal and cross-sectional pressure in
versions that contribute to the sealing effect. 
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A P P E N D I X 

Description of the Test Facility 
The test facility, Fig. Al, comprises four parts: the oil 

tunnel with the test section, the laser assembly and appropri
ate optical lenses, the low-luminosity TV camera with a 

TWO-DIMENSIONAL FLOW VISUALIZATION OIL TUNNEL 

Fig. A1 Two-dimensional flow visualization oil tunnel 

modified front-end long distance microscope, and the com
puter-based image processing system. For interested readers 
a full description of the system and the experimental proce
dure is given by Braun et al. (1992, 1990a, b, 1991a, b). 

The Oil Tunnel 
This facility is designed to study the behavior of one or 

more brushes in a pump pressurized environment at higher 
flow velocities. The tunnel is manufactured contains a lucite 
wall test section that is 333 mm (1 ft) long and 25.4 mm (1 
in.) thick. The tunnel is 1524 mm (5 ft) long with a square 
cross section of 76.2 mm X 76.2 mm (3 in. X 3 in.). The test 
section contains a breadboard on which pins can be mounted 
in any arbitrary configuration. The board has pins that are 
0.250 in. diameter and are spaced at ST = 0.020 in. and 
SL = 0.020 in. for a pitch-to-diameter ratio of PTDRL = 
PTDRT = 0.08. 
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Nomenclature 

T = 
1 B 

gas stream mean total temperature 
gas stream mean recovery temperature with film 
injection 
cooled component mean surface temperature 
coolant supply or sink temperature 
coolant temperature rise through internal cooling 
circuits 
required component cooling flow rate 
cooled component gas side surface area 
mean gas to wall heat transfer coefficient 
mean gas to wall heat transfer coefficient with 
film injection 
cooling system internal heat transfer efficiency, 
defined by Eq. (2) 
dimensionless level of cooling = (Tg - T„)/ 
(Tg - Tc) 
gas stream flow rate 
coolant mean specific heat 
dimensionless cooling flow parameter, defined by 
Eq. (3) 
overall cooling performance parameter, defined 
by Eq. (4) 

Q/Qo = heat flux ratio reflecting surface film injection 
effects 

T = 
ige 

Tw 

Tc 

ATC 

Wc 

As 

hge 

& 

K 

Introduction 
Over the years, much has been written and presented re

garding "efficiency" or "effectiveness" of active cooling sys
tems for gas turbine engine hot-section components. It is clearly 
desirable to develop some measure of cooling performance 
that is simple enough to define and quantify from a practi
tioner's viewpoint, and yet universal enough to serve as a 
meaningful yardstick in comparing one cooling system design 
to another. It would be even better if such a parameter rep
resented a physically meaningful interpretation of intrinsic 
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cooling system performance, independent of other engine-
unique aerodynamic and structural design parameters. Finally 
it would be very useful to develop a simple numerical measure 
of cooling performance, which could be compared to a gen
erally agreed upon "best possible" level, yielding a simple 
yardstick measure of intrinsic cooling system efficacy some
what akin to turbomachinery component efficiency level. Some 
thoughts on the combination of two commonly used param
eters for this purpose follow. 

Key Elements of the Problem 

The cooling flow, Wc, required to maintain a desired wall 
temperature, T„, in the presence of a hot gas environment 
characterized by temperature, Tg, is, in simplest terms, a func
tion of effective gas to wall heat transfer coefficient, hge, ef
fective gas to wall driving temperature, Tge, cooled surface 
area, As, and coolant sink temperature, Tc. A simple formu
lation reflecting an overall, steady-state energy balance for the 
cooled component becomes 

WcCpc[Tw-Tc}r,t = hgeAslTge-Tw] (1) 

where r;, is a measure of cooling system internal heat transfer 
efficiency defined as 

Vl = ATATw-Te) (2) 

In the most general situation, where some form of spent coolant 
ejection onto the cooled surface occurs (e.g., film or tran
spiration-cooled surfaces), the driving parameters hge and Tge 

would reflect those coolant film effects and would in general 
differ from the values (hg, Tg) that would exist along an im
permeable or non-film cooled surface. 

A convenient and common way to characterize cooling per
formance is to express dimensionless cooling level e = 
(Tg- Tw)/(Tg- Tc) as a function of percentage cooling flow or 
cooling flow ratio, Wc/Wg. This is a simple, useful measure, 
which at once provides a means of relating level of component 
cooling (e) to system performance degradation (Wc/Wg). It is, 
however, a less than desirable measure of relative merit of one 
cooling system design to another because the parameter Wc/ 
Wg merges intrinsic cooling system performance parameters 
(r)„ hge/hg, Tge/Tg) with design-specific aerodynamic and op
erating point parameters that uniquely define, for example, 
the relationship between Wg and hg (or Wg and As). The com
bined effect of component aerodynamic design, design point/ 
off design point operation, and intrinsic cooling system effi
ciency on percentage cooling flow requirement (Wc/Wg) have 
been discussed elsewhere (Nealy and Lueders, 1976) and will 
not be elaborated on here. The basic point we make here is 
that however useful a trend of e versus WJ Wg may be from 
an engine performance perspective, it greatly clouds the issue 
of relative merit of one cooling system design to another at 
the same level of e. Similarly, use of isolated cooling system 
efficiency parameters falls short of the mark. For example, 
comparing two systems solely on the basis of internal cooling 
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efficiency (r;,) ignores the fact that one may provide much 
superior surface film cooling and hence much greater reduction 
in hge or Tge (relative to hg or Tg). Similarly comparison solely 
in terms of adiabatic film cooling effectiveness (a relationship 
between Tge and Tg) ignores the complex interaction between 
Tge and hge as well as the effect of internal cooling efficiency 
(ij/). 

A More General Measure 
The difficulties cited above lead to the consideration of a 

more universal measure of cooling system performance based 
on the widely used parameter 

It can be readily shown that characterization of any given 
cooling system in terms of the pair of parameters (e, j3) leads 
to a simple dimensionless yardstick for comparing one system 
to another and each to a limiting theoretical maximum. The 
overall cooling performance parameter of interest here is de
fined as 

W y M (ft"1 (4) 
If the right-hand side of Eq. (1) is simplified to combine all 
surface film injection effects into a simple ratio of heat flux 
with injection to that without injection (Q/Q0), then 

hgeAATge- T„] = V l , [ 7 i - TW]{Q/Q0) (5) 
and the parameter K can now be interpreted as a measure of 
intrinsic cooling system efficacy, namely 

Thus, at any level of cooling (e), that cooling system which 
produces the "best" combination of high internal cooling ef
ficiency (•»,) and reduction in gas to wall heat flux (Q/Q0) will 
be characterized by the highest value of the parameter K. Note 
that the parameter K, as defined, is essentially a measure of 
intrinsic cooling system performance, (JJ„ Q/Q0) independent 
of application, operating point, aerodynamic design config
uration, etc. Furthermore, for any systems dominated by forced 
convection heat transfer (most turbomachinery applications) 
it is possible to define limiting or maximum achievable levels 
of the parameter K at any given cooling level, e. Those limiting 
levels are of course represented by ideal transpiration cooling 
and are readily quantified. For example, using the transpiration 

Table 1 Cooling performance parameter limits (turbulent 
flow)  

e" K 
0.00 1.0 
0.10 1.036 
0.20 1.079 
0.30 1.132 
0.40 1.197 
0.50 1.283 
0.60 1.400 
0.70 1.575 
0.80 1.878 
0.90 2.600 
1.00 00 

Data source: Bartle and Leadon (1962). 
**Note: e=l- ( l + 0/3)-3. 

cooling results of Bartle and Leadon (1962) for a turbulent 
boundary layer, limiting (maximum) levels for the parameter 
K are given in Table 1. 

It is worth noting that, since in ideal transpiration cooled 
systems, TJ, = 1.0, the inverse of the parameter K at any given 
e level in Table 1 is a measure of the gas to wall heat flux 
reduction Q/Q0- Perhaps more importantly, comparison of 
demonstrated A" levels for state-of-the-art combustor/turbine/ 
exhaust nozzle cooling systems reveals that, in the meaningful 
advanced technology cooling regime of e>0.50, the "best" 
current systems are characterized by K levels of the order of 
70 percent of those achieved by ideal transpiration cooling. 

Or alternatively, there exists at least a potential to reduce 
cooling air flows by about a third from today's "best" levels 
since for any given operational environment, required cooling 
flow (Wc) is inversely proportional to the parameter K. 

In conclusion, the suggestion is made that any cooled com
ponent, whose overall cooling performance is represented by 
a given combination of e and /3, can be characterized by a 
unique, intrinsic cooling performance parameter K. The pa
rameter K, in turn, provides a simple dimensionless yardstick 
for comparing one cooling system to another, and each to a 
limiting, theoretical maximum. 
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